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Abstract

The Hartree-Fock exchange operator is an integral operator arising in the Hartree-Fock model as well as in
some instances of the density functional theory. In a number of applications, it is convenient to approximate
this integral operator by a multiplication operator, i.e. by a local potential. This article presents a detailed
analysis of the mathematical properties of various local approximations to the nonlocal Hartree-Fock exchange
operator including the Slater potential, the optimized effective potential (OEP), the Krieger-Li-Iafrate (KLI)
approximation and the common-energy denominator approximation (CEDA) to the OEP, and the effective
local potential (ELP). In particular, we show that the Slater, KLI, CEDA and ELP potentials all can be
defined as solutions of certain variational problems, and we provide a rigorous derivation of the OEP integral
equation. We also establish an existence result for a coupled system of nonlinear partial differential equations
introduced by Slater to approximate the Hartree-Fock equations.

1. Introduction

The Hartree-Fock exchange operator associated with an electronic first-order density matrix
γ ∈ H1(R3 × R3) is the Hilbert-Schmidt operator on L2(R3) defined by

∀φ ∈ L2(R3), (Kφ)(r) = −
∫

R3

γ(r, r′)
|r− r′|

φ(r′) dr′ (1.1)

(see e.g. [6, 33, 35, 43] for mathematically oriented introductions to the Hartree-Fock model).
This nonlocal (integral) operator is the most computationally demanding term in the Hartree-
Fock equations, especially for periodic systems. Back in the early days of quantum chemistry,
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Slater proposed to approximate the Hartree-Fock exchange operator by a more tractable local
potential, i.e. by a multiplicative operator [42]. Nowadays, the nonlocality of Hartree-Fock ex-
change is rarely seen as an obstacle for numerical calculations, at least in Gaussian basis sets.
However, there has been a recent revival of interest in representing the exchange interaction
with a local potential (see e.g. [11, 14, 17, 20, 27, 15, 13, 16, 22, 26] and references therein),
spurred in particular by the emergence of orbital-dependent functionals in Kohn-Sham density
functional theory. Local exchange potentials can also be used as input in other techniques, par-
ticularly in time-dependent and linear response methods for computing excitation energies and
other properties [21, 29, 36, 46].

In his 1951 paper [42], Slater proposed two local approximations to the Hartree-Fock exchange
operator. The first one is

vx,S(r) = − 1
ρ(r)

∫
R3

|γ(r, r′)|2

|r− r′|
dr′, (1.2)

where ρ(r) = γ(r, r) the electronic density. The second one is

vx,Xα(r) = −Cxρ(r)1/3, (1.3)

where Cx is a positive constant.
Motivated by Slater’s work, Sharp and Horton [41] introduced a variational method for ob-

taining local potentials that approximate the Hartree-Fock exchange operator. Considering a
local potential W and the associated one-electron Schrödinger operator HW = −1

2∆ +W , they
define the energy functional E(W ) as the Hartree-Fock energy of the Slater determinant con-
structed with the lowest N eigenfunctions of HW . An optimized effective potential (OEP) is
a local potential WOEP which minimizes E(W ). The exchange part vx,OEP of WOEP obtained
by subtracting from WOEP the nuclear and electronic Coulomb potentials can then be used as
an approximation to the Hartree-Fock exchange operator. This track was further explored by
Talman and Shadwick [45]. Unfortunately, it is difficult to give a proper mathematical formula-
tion of the (infinite dimensional) OEP optimization problem, and also to build consistent finite
dimensional approximations of the OEP problem (of course, the two issues are closely related).
On the other hand, it is much easier to solve approximations of the Euler-Lagrange equation
of the OEP minimization problem, the so-called OEP integral equation. Two approximations of
the OEP integral equation have been proposed in the literature: the KLI [23] (after Krieger, Li
and Iafrate) and the CEDA [12] (common energy denominator) approximations, leading to the
local exchange potentials vx,KLI and vx,CEDA.

More recently, several other approaches for generating local exchange potentials have been
proposed [18, 44]. These methods associate with a density matrix γ an effective local potential
(ELP) that can be considered as a variational approximation to the corresponding nonlocal
Hartree-Fock exchange operator. Let us emphasize that it is natural to associate a Slater po-
tential and an ELP with any electronic state (described by a density matrix γ). On the other
hand, OEP, KLI and CEDA potentials are, by construction, obtained by solving a self-consistent
system of equations in which the density matrix is an unknown. It has been pointed out [18, 44]
that the CEDA potential coincides with the potential obtained by iterating the ELP procedure
until the orbitals and the ELP are consistent with each other. The CEDA potential and the
self-consistent ELP also coincide with the localized Hartree-Fock (LHF) potential introduced in
Ref. [40]

The purpose of this article is to study the mathematical properties of the local exchange po-
tentials described above. We would like to state it at the outset that the mathematical problems
under examination are not trivial and that only partial results have been rigorously established
so far. Although several articles on this topic containing mathematical statements have been
published, many of them are not based on rigorous arguments and some are even flawed. Most
of these flaws originate from implicit assumptions (existence and uniqueness of the solution of
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an optimization problem or an equation, differentiability of a functional, existence of a limit,
convergence of an asymptotic expansion, ...) that cannot be, or at least are not, verified. Our
present results may seem weaker than others already published, but at least they are rigorous.

The article is organized as follows. In Section 2, the main mathematical properties of the
Hartree-Fock model are briefly reviewed. The Slater potential (1.2) is dealt with in Section 3.
We first assume that γ is given and study the asymptotic behavior of the Slater potential at
infinity. We also provide a variational characterization of it. We then focus on the self-consistent
equations obtained by replacing the Hartree-Fock exchange operator with the Slater potential
(1.2) in the Hartree-Fock equations. These self-consistent equations, first written by Slater [42],
do not seem to be the Euler-Lagrange equation of some optimization problem. We therefore use
a fixed-point method to prove that, in the radial case (one nucleus at the origin and spherically
symmetric orbitals), they actually have a solution. Note that the situation is completely different
if one uses (1.3) instead of (1.2). Indeed, the corresponding self-consistent equations do have
a variational interpretation: they are the Kohn-Sham equations obtained with the exchange
functional

Ex,Xα(ρ) = −3Cx

4

∫
R3
ρ4/3(r) dr,

and have been extensively studied from a mathematical viewpoint in [3].
In Section 4, we focus on the OEP. We summarize the known mathematical results on the

OEP minimization problem and provide a rigorous derivation of the OEP integral equation. We
also study the KLI and CEDA approximations. We prove in Section 5 that the self-consistent
ELP coincides with the CEDA potential. We do not provide a complete mathematical study
of the self-consistent KLI, CEDA and ELP equations, but only study the analytical properties
of the corresponding exchange potentials. We prove that, given a set of molecular orbitals and
under some technical assumptions (always satisfied in practice), the KLI potential and the ELP
(hence the CEDA potential) are uniquely defined up to an additive constant.

Section 7 presents some numerical results obtained with the methods mathematically studied
in this paper, comparing the results to the reference Hartree-Fock results.

In order to keep the notation as simple as possible, we focus in Sections 2-5 on fully spin-
polarized models, i.e. we consider systems with spin-up electrons only. With the notable excep-
tions of one-electron systems and two-electron systems in the triplet state, very few systems of
practical interest are fully spin-polarized. However, the mathematical results stated in Sections 2-
5 are generic, in the sense that they can be easily adapted to closed-shell and spin-polarized
models. Details are given in Section 6.

All the proofs are postponed until Section 8. Basic concepts of functional analysis that are nec-
essary to understand our arguments are summarized in the Appendix for the non-mathematical
readership.

2. Hartree-Fock exchange operator

Let us first recall the mathematical formulation of the Hartree-Fock model. As we deal here
with fully spin-polarized systems, the spin variable can be omitted and there is no limitation in
working with real-valued functions. In the Hartree-Fock setting, the electronic state of a system
of N electrons is described by a collection Φ = (φi)1≤i≤N of N L2-orthonormal orbitals:∫

R3
φi(r)φj(r) dr = δij , (2.1)

or, equivalently, by the density matrix

γΦ(r, r′) =
N∑

i=1

φi(r)φi(r′),
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the electronic density being given by

ρΦ(r) = γΦ(r, r) =
N∑

i=1

|φi(r)|2. (2.2)

Denoting by

Vnuc(r) = −
K∑

k=1

zk
|r−Rk|

(2.3)

the potential generated by the nuclei (zk is the charge of the k-th nucleus, Rk its position), the
Hartree-Fock functional reads

EHF(Φ) =
1
2

N∑
i=1

∫
R3
|∇φi(r)|2 dr +

∫
R3
Vnuc(r) ρΦ(r) dr +

1
2

∫
R3

∫
R3

ρΦ(r)ρΦ(r′)
|r− r′|

dr dr′

−1
2

∫
R3

∫
R3

|γΦ(r, r′)|2

|r− r′|
dr dr′.

Each term of the Hartree-Fock energy functional is well-defined provided Φ ∈ (H1(R3))N , that
is, provided ∇φi ∈ (L2(R3))3 for all 1 ≤ i ≤ N , or in other words, provided the kinetic energy
of Φ is finite. This property results from the inequalities [8]∣∣∣∣∫

R3

ρΦ(r)
|r−Rk|

dr
∣∣∣∣ ≤ N1/2

(
N∑

i=1

∫
R3
|∇φi(r)|2 dr

)1/2

, (2.4)

and∫
R3

∫
R3

|γΦ(r, r′)|2

|r− r′|
dr dr′ ≤

∫
R3

∫
R3

ρΦ(r)ρΦ(r′)
|r− r′|

dr dr′ ≤ N3/2

(
N∑

i=1

∫
R3
|∇φi(r)|2 dr

)1/2

. (2.5)

The Hartree-Fock ground state energy of the system is obtained by solving the minimization
problem

IHF = inf
{
EHF(Φ), Φ ∈ XN

}
(2.6)

where
XN =

{
Φ = (φi)1≤i≤N ∈ (H1(R3))N

∣∣∣∣ ∫
R3
φi(r)φj(r) dr = δij

}
.

The inequalities (2.4) and (2.5) imply that the Hartree-Fock functional is always bounded from
below on XN . The Hartree-Fock ground state energy is therefore well-defined for any molecular
system of arbitrary charge. The existence of a Hartree-Fock ground state, that is, of some
ΦGS ∈ XN satisfying

EHF(ΦGS) = inf
{
EHF(Φ), Φ ∈ XN

}
has been proved by Lieb and Simon [33] for neutral systems and positive ions. It is also known
that “very negative" atomic ions are not stable: Denoting by Z the charge of the nucleus,

• (2.6) has no minimizer when N > 2Z + 1 [32];

• there exists a universal constant Q ≥ 0 (whose optimal value is not known) such that
for N ≥ Z +Q, (2.6) has no minimizer [43].

From a physical point of view, the instability of very negative ions results from the fact that the
excess electrons escape to infinity. Mathematically, it is due to a loss of compactness at infinity.
The two viewpoints can be linked by the concentration-compactness theory due to Lions [34].
The existence of a Hartree-Fock ground state for “moderately" negative ions is still an open
problem (only the stability of H− has been mathematically established).
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The Euler-Lagrange equations associated with the minimization problem (2.6) read

FΦφi =
N∑

j=1

λijφj , (2.7)

where Λ = (λij) is a symmetric N × N matrix (it is the Lagrange multiplier of the matrix
constraint (2.1)), and where FΦ is the Fock operator

FΦ = −1
2
∆ + Vnuc + ρΦ ?

1
|r|

+KΦ.

In the above expression, ? denotes the convolution product:

(f ? g)(r) :=
∫

R3
f(r′) g(r− r′) dr′,

and KΦ is the so-called exact-exchange (or Hartree-Fock exchange) operator. It is the integral
(nonlocal) operator defined by

(KΦφ)(r) = −
∫

R3

γΦ(r, r′)
|r− r′|

φ(r′) dr′. (2.8)

It is easy to see that KΦ is a self-adjoint Hilbert-Schmidt operator on L2(R3). Indeed, the kernel
γΦ(r,r′)
|r−r′| is a square integrable function on R3 × R3 [33].

For neutral systems and positive ions, FΦ (for any Φ ∈ XN ) is a self-adjoint operator on L2(R3)
with domain H2(R3), and is bounded from below. Its essential spectrum is σess(FΦ) = [0,+∞).
For positive ions, the discrete spectrum of FΦ consists of an infinite non-decreasing sequence of
negative eigenvalues of finite multiplicities, which converges to zero [35].

Any minimizer of (2.6) satisfies the Euler-Lagrange equations (2.7). Using the invariance of
the Hartree-Fock problem with respect to orbital rotation [38], it is possible to diagonalize the
matrix Λ = [λij ] appearing in (2.7). More precisely, if U is an orthogonal N × N matrix (i.e.
such that UTU = UUT = IN ) and if Φ ∈ XN , then ΦU = (

∑N
j=1 Ujiφj)1≤i≤N ∈ XN and

EHF(ΦU) = EHF(Φ) (in fact γΦU = γΦ, so that one also has FΦU = FΦ). Let Φ be a solution
of (2.7) and U an orthogonal N × N matrix which diagonalizes the matrix Λ, i.e. such that
UT ΛU = Diag(η1, · · · , ηN ). Then Ψ = (ψi)1≤i≤N = ΦU is a critical point of (2.7), with the
same energy as Φ, such that for all i,

FΦψi = FΨψi = ηiψi.

This means that Ψ is a collection of N orthonormal eigenvectors of the Fock operator. Besides,
it can be proved that if Φ is a Hartree-Fock ground state, then

• Aufbau principle [33]: the ηi’s are the lowest N eigenvalues of FΦ (including multiplici-
ties), i.e. ηi = εi (up to renumbering of the orbitals);

• No-unfilled-shell property [1]: εN < εN+1, i.e. there is always a gap between the high-
est occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO).

Consequently, solving the system
FΦφi = εiφi,
Φ = (φi)1≤i≤N ∈ XN ,
ε1 ≤ ε2 ≤ · · · ≤ εN are the lowest N eigenvalues of FΦ,

(2.9)

and applying orbital rotations to the so-obtained solutions provides all the global minimizers
of (2.6), as well as, possibly, local minimizers and other kinds of critical points.

5



Eric Cancès, Gabriel Stoltz, et al.

Let us finally mention that it is possible to reformulate the Hartree-Fock problem is terms of
density operators. Recall that the density operator Υ associated with the density matrix γ is
the self-adjoint operator defined by

(Υφ)(r) =
∫

R3
γ(r, r′)φ(r′) dr′.

In other words, the density matrix γ is the kernel of the integral operator Υ. If Φ ∈ XN , the
density operator ΥΦ associated with the density matrix γΦ is the rank-N orthogonal projector

ΥΦ =
N∑

i=1

|φi〉 〈φi|.

The Hartree-Fock energy functional can be written as a functional of the density operator:

EHF(Υ) = Tr
(
−1

2
∆Υ

)
+
∫

R3
Vnuc(r)ργ(r) dr+

1
2

∫
R3

∫
R3

ργ(r)ργ(r′)
|r− r′|

dr dr′−1
2

∫
R3

∫
R3

|γ(r, r′)|2

|r− r′|
dr dr′,

where γ is the kernel of Υ and ργ(r) = γ(r, r). If γ is regular enough,

Tr
(
−1

2
∆Υ

)
= −1

2

∫
R3

∆rγ(r, r′)
∣∣
r′=r dr.

The above definition of Tr
(
−1

2∆Υ
)

can be extended to any non-negative self-adjoint operator
Υ by noting that

Tr
(
−1

2
∆Υ

)
=

1
2
Tr (|∇|Υ|∇|)

when γ is regular, and since the operator |∇|Υ|∇| is self-adjoint and non-negative, the right-
hand side can always be given a sense in R+ ∪ {+∞} (it equals the trace of |∇|Υ|∇| if this
operator is trace-class, and takes the value +∞ otherwise).

The Hartree-Fock ground state energy and density matrices can be obtained by solving

inf
{
EHF(Υ), Υ ∈ PN

}
(2.10)

with
PN =

{
Υ ∈ S(L2(R3)) | Υ2 = Υ, Tr (−∆Υ) <∞, Tr (Υ) = N

}
.

A remarkable property of the Hartree-Fock functional [30] is that the minimizers of (2.10)
coincide with those of

inf
{
EHF(Υ), Υ ∈ P̃N

}
(2.11)

where

P̃N = Convex hull of PN =
{
Υ ∈ S(L2(R3)) | 0 ≤ Υ ≤ 1, Tr (−∆Υ) <∞, Tr (Υ) = N

}
.

Recall that the notation 0 ≤ Υ ≤ 1 means

∀φ ∈ L2(R3), 0 ≤ 〈φ|Υ|φ〉 ≤ ‖φ‖2
L2 .

Note that a generic element of P̃N is of the form

Υ =
+∞∑
i=1

ni|ψi〉 〈ψi|,

where (ψi) is a Hilbert basis of L2(R3) with ψi ∈ H1(R3), 0 ≤ ni ≤ 1, and
∑+∞

i=1 ni = N .
This property is the theoretical foundation of efficient algorithms for solving the Hartree-Fock
problem [5, 4, 6, 24].
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In what follows, we will denote respectively by Kγ and Fγ the Hartree-Fock exchange operator
and the Fock operator associated with the density matrix γ:

(Kγφ)(r) = −
∫

R3

γ(r, r′)
|r− r′|

φ(r′) dr′, Fγ = −1
2
∆ + Vnuc + ργ ?

1
|r|

+Kγ .

3. Slater exchange potential

The Slater exchange potential associated with some Φ ∈ XN has the following expression [42]:

vΦ
x,S(r) = − 1

ρΦ(r)

∫
R3

|γΦ(r, r′)|2

|r− r′|
dr′. (3.1)

Obviously, the above definition does not make sense if ρΦ(r) = 0. This is not a problem if ρΦ > 0
almost everywhere, since, in view of Proposition 3.1 below, (3.1) defines an essentially bounded
function on R3. If ρΦ vanishes on a set Ω of positive measure, the Slater potential will be set to
zero on Ω. There is some arbitrariness here, but as the density of physical systems is positive
almost everywhere, this is not an issue.

Note that in the case N = 1 and ρΦ > 0 almost everywhere, the Slater potential is given by

vΦ
x,S(r) = − 1

|φ1(r)|2
∫

R3

|φ1(r)φ1(r′)|2

|r− r′|
dr′ = −

∫
R3

|φ1(r′)|2

|r− r′|
dr′,

and therefore cancels out the Coulomb potential (this is a case of exact self-interaction correc-
tion).

The following Proposition collects the main mathematical properties of the Slater potential
associated with a given Φ ∈ XN .

Proposition 3.1. Let Φ = (φi)1≤i≤N ∈ XN .

(1) The Slater potential vΦ
x,S is an essentially bounded function which satisfies almost everywhere

−
∫

R3

ρΦ(r′)
|r− r′|

dr′ ≤ vΦ
x,S(r) ≤ 0.

In particular, vΦ
x,S vanishes at infinity.

Besides, if ρΦ > 0 almost everywhere and if one of the conditions below is satisfied:

• the orbitals φi are radial (i.e. spherically symmetric);
• there exists 1 ≤ p < 3/2 < q ≤ 2 such that |r|ρΦ ∈ Lp(R3) ∩ Lq(R3),

the asymptotic behavior of the Slater potential is given by

vΦ
x,S(r) = − 1

|r|
+ o

(
1
|r|

)
; (3.2)

(2) If ρΦ > 0 almost everywhere, the Slater potential vΦ
x,S is the unique minimizer of the varia-

tional problems

inf
{
IS
Φ(v), v ∈ L3(R3) + L∞(R3)

}
and inf

{
JS

Φ(v), v ∈ L3(R3) + L∞(R3)
}
, (3.3)

where

IS
Φ(v) =

1
2
‖(v −KΦ)ΥΦ‖2

S2
, JS

Φ(v) =
1
2
‖vΥΦ −KΦ‖2

S2
.

7
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Here and below, S2 denotes the vector space of the Hilbert-Schmidt operators on L2(R3) and
‖ · ‖S2 the Hilbert-Schmidt norm (see Appendix). In particular

IS
Φ(v) =

1
2

∫
R3

∫
R3

∣∣∣∣v(r)γΦ(r, r′) +
∫

R3

γΦ(r, r′′)γΦ(r′′, r′)
|r− r′′|

dr′′
∣∣∣∣2 dr dr′,

JS
Φ(v) =

1
2

∫
R3

∫
R3

∣∣∣∣v(r)γΦ(r, r′) +
γΦ(r, r′)
|r− r′|

∣∣∣∣2 dr dr′.
The condition that there exists 1 ≤ p < 3/2 < q ≤ 2 such that |r|ρΦ ∈ Lp(R3) ∩ Lq(R3) obvi-

ously holds true when ρΦ decays exponentially fast, which is the case, in particular, when Φ is a
Hartree-Fock [33] or a Kohn-Sham LDA ground state, or a solution of the self-consistent Slater
equation (3.4) (this is a straightforward application of the maximum principle since Kohn-Sham
LDA and Slater potentials vanish at infinity).

In general, vΦ
x,S is not a continuous function. This can be seen writing vΦ

x,S(r) as

vΦ
x,S(r) = −

N∑
i,j=1

φi(r)φj(r)
ρΦ(r)

∫
R3

φi(r′)φj(r′)
|r− r′|

dr′.

The functions

r 7→
∫

R3

φi(r′)φj(r′)
|r− r′|

dr′

are continuous, while the functions φi(r)φj(r)
ρΦ(r) can be discontinuous at a given point, either be-

cause one of the φi is discontinuous, or because ρΦ vanishes. It is worth mentioning two special
cases. When Φ = (φi) is a Hartree-Fock ground state, it can be proved by elliptic regularity
arguments (see [33] for instance) that for all i = 1, . . . , N ,

φi ∈ C∞(R3 \ {Rk}) ∩ C0,1(R3).

It then follows that vΦ
x,S is globally Lipschitz in any compact set of R3 \ ρ−1

Φ (0) and C∞ in
R3 \ (ρ−1

Φ (0) ∪ {Rk}). Stronger regularity can be obtained if Φ = (φi) is a Kohn-Sham LDA
ground state, or a solution of the self-consistent Slater equation (3.4). In this case indeed ρΦ

is positive in R3 (the ground state of the corresponding mean-field Hamiltonian is positive and
non-degenerate), so that vΦ

x,S is globally Lipschitz in R3 and C∞ away from the nuclei.

We have not been able to recognize in the self-consistent Slater equations

(
−1

2
∆ + Vnuc + ρΦ ?

1
|r|

+ vΦ
x,S

)
φi = εiφi,∫

R3
φi(r)φj(r) dr = δij ,

ε1 ≤ · · · ≤ εN are the lowest N eigenvalues of
(
−1

2∆ + Vnuc + ρΦ ?
1
|r| + vΦ

x,S

)
,

(3.4)

the Euler-Lagrange equations of some minimization problem. It is however possible to prove
by a fixed point method that (3.4) has at least one solution for neutral atoms and positively
charged atomic ions, provided only radial orbitals are considered. Recall that a function φ is
said to be radial if there exists a function ϕ such that φ(r) = ϕ(|r|). We will denote by L2

r(R3)
(resp. H1

r (R3)) the set of radial L2(R3) (resp. radial H1(R3)) functions, and set

X r
N =

{
Φ = (φi)1≤i≤N ∈ (H1

r (R3))N

∣∣∣∣ ∫
R3
φi(r)φj(r) dr = δij

}
.
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Theorem 3.2. In the case of a single nucleus of charge Z ≥ N , (3.4) has a solution1 Φ =
(φi) ∈ X r

N with εN > 0 and the corresponding exchange potential vΦ
x,S is globally Lipschitz in R3,

C∞ away from the nucleus, and satisfies, for all η > 0,

vΦ
x,S(r) = − 1

|r|
+ o

(
e−(2

√
−2εN−η)|r|

)
.

Besides, the minimum of the Hartree-Fock energy over the set of the radial solutions of (3.4) is
attained.

In summary, one can associate with any Φ ∈ XN a Slater potential vΦ
x,S . Among all the local

potentials that can be constructed in this way, we can select a few of them which might be more
physically relevant than the others:

(i) the potential vΦHF

x,S , where ΦHF is a Hartree-Fock ground state of the system;

(ii) the potential vΦKS

x,S , where ΦKS is a Kohn-Sham ground state of the system;

(iii) the potential vΦSCF

x,S , where ΦSCF is a solution of the self-consistent equations (3.4) which
minimizes the Hartree-Fock energy (over the set of the solutions of (3.4)). The existence of
such ΦSCF is granted in the radial case for neutral atoms and positive atomic ions by the
last assertion of Theorem 3.2.

4. Optimized Effective Potential (OEP)

4.1. Original formulation of the OEP problem

As already mentioned in the introduction, the OEP approach consists in minimizing the energy
of the Slater determinant constructed with the lowest N eigenfunctions of some one-electron
Schrödinger operator HW = −1

2∆ +W , W being a “local potential”. Note that in most articles
dealing with OEP, the set of admissible local potentials is not defined. Leaving temporarily this
issue aside, we denote by Y a given set of local potentials (Y can be for instance the vector
space Y = L3/2(R3)+L∞(R3) arising in the mathematical formulation of the density functional
theory [31]). We introduce the set of admissible local potentials

W =
{
W ∈ Y

∣∣∣∣ HW = −1
2
∆ +W is a self-adjoint operator on L2(R3), bounded

from below, with at least N eigenvalues below its essential spectrum
}
,

and the OEP minimization set

XOEP
N =

{
Φ = {φi}1≤i≤N

∣∣∣ φi ∈ H1(R3), (4.2) and (4.3) hold for some W ∈ W
}
, (4.1)

where conditions (4.2) and (4.3) are defined as HWφi = εiφi,∫
R3
φi(r)φj(r) dr = δij ,

(4.2)

and
ε1 ≤ · · · ≤ εN are the lowest N eigenvalues of HW . (4.3)

1In the Aufbau condition “ε1 ≤ · · · ≤ εN are the lowest N eigenvalues of
(
− 1

2
∆ + Vnuc + ρΦ ? 1

|r| + vΦ
x,S

)
”, the

mean-field Hamiltonian is here considered as an operator on L2
r(R3).

9
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The optimized effective potential problem then reads

IOEP = inf
{
EHF(Φ), Φ ∈ XOEP

N

}
. (4.4)

Denoting by ΦOEP a minimizer to (4.4), an optimal effective potential is a local potentialWOEP ∈
W which allows one to generate ΦOEP through (4.2)-(4.3).

In order to emphasize the mathematical issues arising from the above formulation of the
OEP problem, it is worth recalling the general method for proving the existence of solutions of a
minimization problem such as (4.4). The first step consists in considering a minimizing sequence,
that is, a sequence (Φn)n∈N of elements of XOEP

N such that

lim
n→∞

EHF(Φn) = inf
{
EHF(Φ), Φ ∈ XOEP

N

}
.

It is easy to check that the sequence (Φn)n∈N is bounded in (H1(R3))N , hence weakly converges,
up to extraction, toward some Φ∞ ∈ (H1(R3))N . It is then standard to prove (see [33] for
instance) that

EHF(Φ∞) ≤ inf
{
EHF(Φ), Φ ∈ XOEP

N

}
. (4.5)

The difficult step of the proof is to show that Φ∞ ∈ XOEP
N (if Φ∞ ∈ XOEP

N , we can immediately
conclude, using (4.5), that Φ∞ is a solution of (4.4)). For this purpose, we need to introduce a
sequence (Wn)n∈N of admissible local potentials (Wn ∈ W) such that Φn can be generated by
Wn via (4.2)-(4.3). If the set of local potentials Y is e.g. a reflexive Banach space and if (Wn)n∈N
is bounded in Y, then (Wn)n∈N converges (up to extraction and in some weak sense) to some
potential W∞ ∈ Y. We could then try to pass to the limit in the system

HWnφ
n
i = εni φ

n
i ,∫

R3
φn

i (r)φn
j (r) dr = δij ,

εn1 ≤ · · · ≤ εnN are the lowest N eigenvalues of HWn ,

using more or less sophisticated functional analysis arguments, in order to prove that Φ∞ satisfies
HW∞φ

∞
i = ε∞i φ

∞
i ,∫

R3
φ∞i (r)φ∞j (r) dr = δij ,

ε∞1 ≤ · · · ≤ ε∞N are the lowest N eigenvalues of HW∞ ,

hence belongs to XOEP
N .

To make this strategy of proof work, we therefore need to find a functional space Y for which
the sequences of local potentials generating the minimizing sequences of (4.4) are bounded. Un-
fortunately, we have not been able to find any non trivial2 functional space Y satisfying the
above condition. This mathematical difficulty has numerical consequences: It is easy to con-
struct dramatic modifications of the (computed) optimized effective potential that are “almost
solutions” of the OEP problem (make the potential oscillate and/or go to infinity at infinity),
see e.g. [44].

4.2. A well-posed reformulation of the OEP problem

A way to circumvent the issues raised in the previous Section is to replace (4.2)-(4.3) with
formally equivalent conditions that do not explicitly refer to a local potential W [2].

2It is of course possible to construct finite dimensional functional spaces Y for which (4.4), with XOEP
N defined

by (4.1), has a solution. Reducing artificially the class of admissible potentials is however not a very satisfactory
way to tackle the OEP problem.
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Let us first deal with (4.2). For an operator W being considered as a local potential, it needs
to be such that

(Wφ)ψ = (Wψ)φ
for any regular functions φ and ψ. This requirement is in fact, at least formally, a characterization
of multiplication operators. Applied to HW , this characterization reads

(HWφ)ψ − (HWψ)φ =
1
2

(φ∆ψ − ψ∆φ) =
1
2
div (φ∇ψ − ψ∇φ). (4.6)

It is then clear that if Φ = (φi) ∈ (H1(R3))N satisfies (4.2) with an operator HW for which (4.6)
holds true, we also have  div (φi∇φ1 − φ1∇φi) = ciφ1φi,∫

R3
φi(r)φj(r) dr = δij ,

(4.7)

with ci = 2(εi − ε1). Conversely, if Φ = {φi} ∈ (H1(R3))N satisfies (4.7), then, at least formally,
Φ satisfies (4.2) with for instance

W =

N∑
i=1

φi∆φi +
N∑

i=2

ciφ
2
i

2 ρΦ
, (4.8)

ε1 = 0, and εi = ci/2 for 2 ≤ i ≤ N .
The idea then is to replace condition (4.2) with the formally equivalent condition (4.7), which

does not explicitly refer to any local potential.
In order to account for condition (4.3) in the same way, we remark that for any Φ ∈ XN and

all 1 ≤ i ≤ N ,

∀ψ ∈ C∞
0 (R3),

1
2

∫
R3
φi(r)2 |∇ψ(r)|2 dr = 〈ψφi| (HW − εi) |ψφi〉,

where C∞
0 (R3) is the set of compactly supported C∞(R3) functions. It follows from the above

equality (see [2] for details) that conditions (4.2)-(4.3) are equivalent to

HWφi = εiφi,∫
R3
φi(r)φj(r) dr = δij ,

∀ψ ∈ C∞
0 (R3), ∀1 ≤ i ≤ N − 1,∫

R3
φi(r)2 |∇ψ(r)|2 ≥2

i∑
j=1

(εj − ε1)
(∫

R3
ψ(r)φi(r)φj(r) dr

)2

,

+2(εi+1 − ε1)

∫
R3
ψ(r)2 φi(r)2 dr−

i∑
j=1

(∫
R3
ψ(r)φi(r)φj(r) dr

)2
 .

Combining the above result with the formal equivalence between (4.2) and (4.7) with ci =
2(εi − ε1), it is natural to introduce the optimization problem

ĨOEP = inf
{
EHF(Φ), Φ ∈ X̃OEP

N

}
. (4.9)

where

X̃OEP
N =

{
Φ = {φi}1≤i≤N

∣∣∣∣ φi ∈ H1(R3),
∫

R3
φiφj = δij , ∃ 0 = c1 ≤ c2 ≤ · · · ≤ cN <∞,

∀2 ≤ i ≤ N, div (φi∇φ1 − φ1∇φi) = ciφ1φi, ∀1 ≤ i ≤ N − 1, ∀ψ ∈ C∞
0 (R3),∫

R3
φ2

i |∇ψ|2 ≥
i∑

j=2

cj

(∫
R3
ψφiφj

)2

+ ci+1

∫
R3
ψ2 φ2

i −
i∑

j=1

(∫
R3
ψφiφj

)2
}.
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We thus have eliminated any explicit reference to a local potential. Note that for any reasonable
definition of Y, it holds

XOEP ⊂ X̃OEP
N ⊂ XN , (4.10)

The connection between the original OEP problem (4.4) and its reformulation (4.9) can therefore
be stated as follows: If Φ̃OEP = (φ̃OEP

i )1≤i≤N is a solution of (4.9), and if the reconstructed
potential

WOEP =

N∑
i=1

φ̃OEP
i ∆φ̃OEP

i +
N∑

i=2

ci|φ̃OEP
i |2

2 ρ
Φ̃OEP

(4.11)

defines an element of W, then Φ̃OEP is a solution of (4.4) and WOEP is an optimized effective
potential.

It is proved in [2] that for a neutral or positively charged two-electron system, problem (4.9)
has at least one global minimizer Φ̃OEP. Unfortunately, we have not been able to establish
whether or not the reconstructed potential (4.11) is a well-defined function.

Let us conclude this section by remarking that (4.10) yields

IHF ≤ ĨOEP ≤ IOEP.

A natural question is whether these inequalities are strict or large. We are only aware of two
partial answers to this question:

• it is proved in [2] that in the case of a single nucleus of charge Z ≥ 2 and N = 2 electrons
occupying radial orbitals,

IHF < ĨOEP;

• a formal perturbation argument is used in [19] to show that IHF = IOEP for non-
interacting electrons and that IHF < IOEP in the presence of an infinitesimal Coulomb
repulsion term.

4.3. The OEP integral equation and its approximations

The functional W 7→ EHF(φW
1 , · · · , φW

N ), where (φW
1 , · · · , φW

N ) satisfy
HWφW

i = εWi φW
i ,∫

R3
φW

i (r)φW
j (r) dr = δij ,

εW1 ≤ · · · ≤ εWN are the lowest N eigenvalues of HW ,

(4.12)

is not well-defined for two reasons: First, the set of admissible local potentials has not been
properly characterized, and second, (4.12) may have several solutions. It is therefore a fortiori
not possible to define the derivative of this functional. One can however give a rigorous meaning
to the functional and its derivative for local potentials W satisfying the following assumption.

Assumption 4.1. The potential W belongs to L2(R3) + L∞(R3), and the hamiltonian HW ,
defined on the domain D(HW ) = H2(R3), is a self-adjoint operator on L2(R3), bounded from
below, with at least N eigenvalues (including multiplicities) below its essential spectrum, and
there is a gap

η = εWN+1 − εWN > 0 (4.13)

between εWN (the N -th eigenvalue of HW ) and εWN+1 (the (N + 1)-st eigenvalue of HW , or the
bottom of the essential spectrum if HW has only N eigenvalues below its essential spectrum).
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Under Assumption 4.1, the ground state density operator of HW is uniquely defined:

ΥW =
N∑

i=1

∣∣∣φW
i

〉 〈
φW

i

∣∣∣ = χ(−∞,εF ](HW ),

where χ(−∞,εF ] is the characteristic function of the range (−∞, εF ] and

εF =
εWN + εWN+1

2
. (4.14)

It is also easy to check (using the same method as in [6, page 90]) that

ΥW = arginf {Tr (HW Υ), Υ ∈ PN} .

In addition, if w ∈ L1(R3)∩L∞(R3) is such that ‖w‖L∞ < η/2, thenW+w still is a local potential
for which Assumption 4.1 holds true (this follows from the Courant-Fischer formula [37]). In
this case,

ΥW+w = arginf {Tr (HW+wΥ), Υ ∈ PN}
= χ(−∞,εF ](HW+w),

with εF given by (4.14). It is therefore possible to define the functional

w 7→ EHF(ΥW+w)

on the ball
Bη/2 =

{
w ∈ L1(R3) ∩ L∞(R3), ‖w‖L1∩L∞ < η/2

}
.

For W satisfying Assumption 1, one can also define the exchange part of the potential W as

vW
x = W − Vnuc − ργW ?

1
|r|

(4.15)

where γW is the kernel of ΥW . It is easy to see that vW
x ∈ L2(R3) + L∞(R3). We are now in

position to state the main result of this section.

Theorem 4.1. Let W be a local potential such that Assumption 4.1 holds true. Then, there
exists a unique function %W ∈ L1(R3) ∩H2(R3) such that

EHF(ΥW+w) = EHF(ΥW ) +
∫

R3
%W (r)w(r) dr + O

(
‖w‖2

L1∩L∞

)
. (4.16)

In particular, the function w 7→ EHF(ΥW+w) is Fréchet differentiable at w = 0. Denoting by
R0(z) = (z −HW )−1 the resolvent of HW , by C a regular closed contour enclosing the lowest N
eigenvalues of HW (see Figure 1), and by tW (r, r′) the kernel of the finite rank operator

TW =
1

2πi

∮
C
R0(z)(KγW − vW

x )R0(z) dz, (4.17)

it holds %W (r) = tW (r, r). Let (φW
i )1≤i≤N be a set of N orthonormal eigenvectors of HW asso-

ciated with the lowest N eigenvalues εW1 ≤ · · · ≤ εWN of HW . Then

%W (r) = 2
N∑

i=1

φW
i (r)

[
(1−ΥW )[εWi − (1−ΥW )HW (1−ΥW )]−1(1−ΥW )(KγW − vW

x )φW
i

]
(r).

Let us come back to the formulation (4.4) of the OEP problem. If no artificial restriction on
the set of admissible local potentials is enforced, Y must be such that for all W ∈ Y, and all
w ∈ C∞

0 (R3), one also has W + w ∈ Y. Let us now consider a local potential W ∈ Y satisfying
Assumption 4.1. Then W ∈ W and it follows from (4.16) that if W is an optimized effective
potential, then

%W = 0. (4.18)
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N+1
ε W

C

ε Wε W
1 N

Figure 1. Integration contour C in the complex plane

Although not obvious at first sight, (4.18) is a rigorous formulation of the OEP integral equation
introduced in [41, 45]. To clarify this point, we now assume that the spectrum of HW is purely
discrete (this assumption is implicit made in [41, 45], but is obviously violated for isolated
molecular systems, since for such systems, W is expected to have a constant, finite value at
infinity). In this case, there exists a Hilbert basis (φW

n )n∈N of L2(R3) consisting of eigenvectors
of HW associated with the eigenvalues εW1 ≤ εW2 ≤ · · · ≤ εWN < εWN+1 ≤ · · · , and the resolvent
can be rewritten as

R0(z) =
+∞∑
n=1

|φW
n 〉 〈φW

n |
z − εWn

.
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Then, [
(1−ΥW )[εWi − (1−ΥW )HW (1−ΥW )]−1(1−ΥW )(KγW − vW

x )φW
i

]
(r)

=
+∞∑

a=N+1

〈φW
a |KΦW − vW

x |φW
i 〉

εWi − εWa
φW

a (r),

so that condition (4.18) also reads

N∑
i=1

+∞∑
a=N+1

〈φW
a |KΦW − vW

x |φW
i 〉

εWi − εWa
φW

i (r)φW
a (r) = 0. (4.19)

We have found no mathematical result on the existence and uniqueness of the solutions of the
self-consistent OEP integral equation in the literature.

The exact OEP integral equation is of little interest in itself, but can be useful to build
approximations of optimized effective potentials. It has indeed been proposed [41, 45], instead
of approximating the optimization problem (4.4), to approximate the first order optimality
condition (4.19). This is the foundation of the KLI (Krieger-Li-Iafrate) and CEDA (common
energy denominator) approximations.

Starting from the idea of Sharp and Horton [41], Krieger, Li and Iafrate proposed the following
approximation of the OEP integral equation:

N∑
i=1

∑
j∈N∗, j 6=i

〈φW
j |KΦW − vΦW

x,KLI |φW
i 〉φW

i (r)φW
j (r) = 0. (4.20)

We refer to [23] for details on the derivation of equation (4.20). Note that the inner sum runs
over all (occupied and virtual) states different from i, which implies in particular that equation
(4.20) is not invariant with respect to orbital rotations. In order to cover the general case when
HW has a non-empty continuous spectrum, it is preferable to rewrite equation (4.20) as

ρΦW (r)vΦW

x,KLI(r) = −
∫

R3

|γΦW (r, r′)|2

|r− r′|
dr′ +

N∑
i=1

〈φW
i | vΦW

x,KLI −KΦW |φW
i 〉 |φW

i (r)|2. (4.21)

The KLI exchange potential vΦW

x,KLI can then be obtained by solving the self-consistent equations

HWφW
i = εWi φW

i ,∫
R3
φW

i (r)φW
j (r) dr = δij ,

εW1 ≤ · · · ≤ εWN are the lowest N eigenvalues of HW ,

W = Vnuc + ρΦW ?
1
|r|

+ vΦW

x,KLI,

ρΦW (r)vΦW

x,KLI(r) = −
∫

R3

|γΦW (r, r′)|2

|r− r′|
dr′ +

N∑
i=1

〈φW
i | vΦW

x,KLI −KΦW |φW
i 〉 |φW

i (r)|2 a.e.

(4.22)
Note that if (ΦW , vΦW

x,KLI) is a solution of the above system, so is (ΦW , vΦW

x,KLI + λ) for any real
constant λ. We have not been able to prove an existence result for (4.22). Assuming that (4.22)
has a solution (ΦW , vΦW

x,KLI) with ΦW ∈ XN , it is however possible to prove the following:

Proposition 4.2. Let (ΦW , vΦW

x,KLI) be a solution of (4.22) such that ΦW ∈ XN and εW1 <

min σess(HW ). Then ρΦ is a continuous, positive function on R3, and vΦW

x,KLI is a continuous,
bounded function on R3. Besides,
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(1) the potential vΦW

x,KLI is a unique solution, up to an additive constant, to the minimization
problem

inf
{
JKLI

ΦW (v), v ∈ L3(R3) + L∞(R3)
}

(4.23)

where

JKLI
Φ (v) =

1
2

(
‖(v −KΦ)ΥΦ‖2

S2
−

N∑
i=1

|〈φi|(v −KΦ)|φi〉|2
)
.

In particular, ΦW being given, the KLI potential is uniquely defined up to an additive con-
stant;

(2) it holds

vΦW

x,KLI(r) = vΦW

x,S (r) +
N∑

i=1

(
αΦW

i − 〈φW
i |KΦW |φW

i 〉
) |φW

i (r)|2

ρΦW (r)
, (4.24)

where vΦW

x,S is the Slater potential associated with ΦW and where αΦW
= (αΦW

i ) ∈ RN

satisfies
(IN − SΦW

)αΦW
= βΦW

, (4.25)

with

SΦW

ij =
∫

R3

|φW
i (r)|2 |φW

j (r)|2

ρΦW (r)
dr, βΦW

i =
∫

R3
vΦW

x,S (r)|φW
i (r)|2 dr−

N∑
j=1

SΦW

ij 〈φW
j |KΦW |φW

j 〉;

(3) the solutions of the linear system (4.25) form a one-dimensional affine space of the form

αΦW
+ R (1, · · · , 1)T .

Replacing αΦW with αΦW
+λ (1, · · · , 1)T in (4.24), amounts to replacing vΦW

x,KLI with vΦW

x,KLI+
λ.

Note that contrarily to the situation encountered with the Slater potential (see problem (3.3)),
the quadratic functional JKLI

Φ is convex (it is non-negative), but not strictly convex. A conse-
quence of that is the non-uniqueness of vKLI

x , which is only defined up to an additive constant.

Let us now turn to the CEDA potential introduced by Gritsenko and Baerends [12]. This
approximation consists in replacing in (4.19) the denominators εWi −εWa with a constant, yielding

N∑
i=1

+∞∑
a=N+1

〈φW
i |KΦW − vΦW

x,CEDA |φW
a 〉φW

i (r)φW
a (r) = 0.

Here also, it is possible to provide a more explicit formulation of this equation, still valid when
HW has a non-empty continuous spectrum:

ρΦW (r)vΦW

x,CEDA(r) = −
∫

R3

|γΦW (r, r′)|2

|r− r′|
dr′ +

N∑
i,j=1

〈φW
i | vΦW

x,CEDA −KΦW |φW
j 〉φW

i (r)φW
j (r).

(4.26)
Let us incidentally mention that the common denominator approximation amounts to replacing
in (4.17) the resolvent R0(z) = (z −HW )−1 with the resolvent R0

CEDA(z) = (z −HCEDA
W )−1 of

the operator
HCEDA

W = εΥΦW + ε (1−ΥΦW ) ,

where ε and ε lay respectively inside and outside C.
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The potential vCEDA
x solves the self-consistent equations

HWφW
i = εWi φW

i ,∫
R3
φW

i (r)φW
j (r) dr = δij ,

εW1 ≤ · · · ≤ εWN are the lowest N eigenvalues of HW ,

W = Vnuc + ρΦW ?
1
|r|

+ vΦW

x,CEDA,

ρΦW (r)vΦW

x,CEDA(r) = −
∫

R3

|γΦW (r, r′)|2

|r− r′|
dr′ +

N∑
i,j=1

〈φW
i | vΦW

x,CEDA −KΦW |φW
j 〉φW

i (r)φW
j (r) a.e.

To our knowledge, the question of existence and uniqueness of the solution of the above system
is still open.

It turns out that vΦW

x,CEDA coincides with the so-called local Hartree-Fock (LHF) exchange
potential vLHF

x , obtained by Della Salla and Görling on the basis of completely different argu-
ments (see [40] for details). We will see in the next section that it also equals the self-consistent
effective local potential vΦW

x,ELP [20].

5. Effective Local Potential (ELP)

The effective local potential associated with a given Φ ∈ XN was originally defined as the local
potential minimizing the function [20]

v 7→ SΦ(v) =
N∑

i=1

+∞∑
a=N+1

|〈φi|(v −KΦ)|φa〉|2 ,

(φa)a≥N+1 being a Hilbert basis of the orthogonal of the vector space generated by (φi)1≤i≤N .
A simple calculation shows that SΦ(v) = JELP

Φ (v) where

JELP
Φ (v) =

1
2
‖[v −KΦ,ΥΦ]‖2

S2
,

[A,B] = AB−BA denoting the commutator of the operators A and B. An intrinsic formulation
of the ELP problem therefore reads

inf {JELP
Φ (v), v ∈ L3(R3) + L∞(R3)}. (5.1)

The similarities between the ELP and the OEP are investigated in [10].

Proposition 5.1. Let Φ = (φi)1≤i≤N ∈ XN . Any solution vΦ
x,ELP of (5.1) satisfies

ρΦ(r)vΦ
x,ELP(r) = −

∫
R3

|γΦ(r, r′)|2

|r− r′|
dr′ +

N∑
i,j=1

(
〈φi|vΦ

x,ELP|φj〉 − 〈φi|KΦ|φj〉
)
φi(r)φj(r) (5.2)

and the symmetric matrix MΦ = [〈φi|vΦ
x,ELP|φj〉] is a solution of the linear system

(I −AΦ)MΦ = GΦ, (5.3)

with

AΦ
kl,ij =

∫
R3

φi(r)φj(r)φk(r)φl(r)
ρΦ(r)

dr, GΦ
kl =

∫
R3
vΦ
x,S(r)φk(r)φl(r) dr−

N∑
i,j=1

AΦ
kl,ij〈φi|KΦ|φj〉.

Besides, if the orbitals φi are continuous and if the open set R3 \ ρ−1
Φ (0) is connected, then the

solutions of (5.3) form a one-dimensional affine set of the form

MΦ + RIN ,
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so that vΦ
x,ELP is uniquely defined, up to an additive constant, on the set where ρΦ > 0, and can

be given arbitrary values on the set where ρΦ = 0.

Comparing (5.2) and (4.26), one immediately recognizes that the self-consistent CEDA po-
tential and the self-consistent ELP potential defined by

HWφW
i = εWi φW

i ,∫
R3
φW

i (r)φW
j (r) dr = δij ,

εW1 ≤ · · · ≤ εWN are the lowest N eigenvalues of HW ,

W = Vnuc + ρΦW ?
1
|r|

+ vΦW

x,ELP,

ρΦW (r)vΦW

x,ELP(r) = −
∫

R3

|γΦW (r, r′)|2

|r− r′|
dr′ +

N∑
i,j=1

〈φW
i | vΦW

x,ELP −KΦW |φW
j 〉φW

i (r)φW
j (r) a.e.

(5.4)
coincide. As already mentioned, we are not aware of a proof of existence of the solution of this
system. We can however use Proposition 5.1 to show that if (5.4) has a solution (ΦW , vΦW

x,ELP)
with ΦW ∈ XN and if ε1 < minσess(HW ), then vΦW

x,ELP can be obtained from ΦW by solving an
optimization problem, which has a unique solution, up to an additive constant (the proof follows
the same lines as the proof of Proposition 4.2: φW

1 then is a continuous, positive function on R3,
which implies that ρΦW is positive and that the above connectivity condition is satisfied).

6. Extensions to the Generalized, Unrestricted and Restricted Hartree-Fock
models

In the generalized Hartree-Fock (GHF) model, each molecular spin-orbital φi is a complex-valued
function3 with spin-up and spin-down components, i.e. φi ∈ L2(R3,C2). The orthonormality
constraint (2.1) is replaced with ∫

R3
φi(r) · φj(r)∗ dr = δij ,

where

φi(r) =
(
φi(r, ↑)
φi(r, ↓)

)
and φi(r) · φj(r)∗ =

∑
σ∈{↑,↓}

φi(r, σ)φj(r, σ)∗.

The density-matrix can then be represented by a 2× 2 hermitian matrix

γΦ(r, r′) =

(
γ↑↑Φ (r, r′) γ↑↓Φ (r, r′)
γ↓↑Φ (r, r′) γ↓↓Φ (r, r′)

)
with

γσσ′
Φ (r, r′) =

N∑
i=1

φi(r, σ)φi(r′, σ′)∗,

and the electronic density ρΦ is the sum of its spin-up and spin-down components:

ρΦ(r) = ρ↑Φ(r) + ρ↓Φ(r), ρ↑Φ(r) = γ↑↑Φ (r, r), ρ↓Φ(r) = γ↓↓Φ (r, r).

The Hartree-Fock exchange operator associated with γΦ is the integral operator on L2(R3,C2)
defined by

∀φ ∈ L2(R3,C2), (Kγφ)(r) = −
∫

R3

1
|r− r′|

γ(r, r′) · φ(r′) dr′,

3GHF models are of particular interest for systems subjected to magnetic fields; for such systems, complex-
valued wavefunctions are needed.
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where · denotes the usual matrix-vector product, and local exchange potentials are 2×2 hermitian
matrices of the form

v(r) =

(
v↑↑(r) v↑↓(r)
v↓↑(r) v↓↓(r)

)
.

The variational definition of the Slater potential given in Section 3 provides a natural way to
define a Slater potential for the GHF framework: It is the local potential v which minimizes the
Hilbert-Schmidt norm of the operator (v −KΦ)ΥΦ. A simple calculation leads to

vΦ
x,S(r) = −RΦ(r)−1ΞΦ(r)− 1

ρΦ(r)

[
ΞΦ(r)−RΦ(r)−1ΞΦ(r)RΦ(r)

]
(6.1)

= −ΞΦ(r)RΦ(r)−1 − 1
ρΦ(r)

[
ΞΦ(r)−RΦ(r)ΞΦ(r)RΦ(r)−1

]
where

RΦ(r) = γΦ(r, r) and ΞΦ(r) =
∫

R3

1
|r− r′|

γΦ(r, r′) · γ(r, r′)∗ dr′.

Within the unrestricted Hartree-Fock (UHF) model, each molecular spin-orbital is (gener-

ally) chosen real-valued and either spin-up, i.e. φi(r) =

(
φ↑i (r)

0

)
, or spin-down, i.e φi(r) =(

0
φ↓i (r)

)
. Denoting by Nα (resp. Nβ) the number of spin-up (resp. spin-down) orbitals, and

ordering the spin-orbitals in such a way that the first Nα of them are spin-up, the UHF density
matrix reads

γΦ(r, r′) =

(
γ↑↑Φ (r, r′) 0

0 γ↓↓Φ (r, r′)

)
with

γ↑↑Φ (r, r′) =
Nα∑
i=1

φ↑i (r)φ
↑
i (r), γ↓↓Φ (r, r′) =

Nβ∑
i=1

φ↓Nα+i(r)φ
↓
Nα+i(r).

Likewise, the UHF exchange operator is diagonal:

Kγ =

(
K↑↑

γ 0
0 K↓↓

γ

)
with ∀φ ∈ L2(R3), (Kσσ

γ φ)(r) = −
∫

R3

|γσ,σ(r, r′)|2

|r− r′|
φ(r′) dr′.

It is then easy to check that in the UHF setting, the generalized formula (6.1) reduces to

vΦ
x,S(r) =

(
vΦ,↑↑
x,S (r) 0

0 vΦ↓↓
x,S (r)

)
with

vΦ,σσ
x,S (r) = − 1

ρσ
Φ(r)

∫
R3

|γσσ
Φ (r, r′)|2

|r− r′|
dr′, ρσ

Φ(r) = γσσ
Φ (r, r).

One recovers in this way the spin-up and spin-down local potentials originally introduced by
Slater in [42].

In closed-shell models, each molecular orbital φi ∈ L2(R3) is occupied by one spin-up and one
spin-down electrons. Denoting by Np = N/2 the number of electron pairs, it holds

γ↑↑Φ (r, r′) = γ↓↓Φ (r, r′) =
Np∑
i=1

φi(r)φi(r), ρ↑Φ(r) = ρ↓Φ(r), vΦ,↑↑
x,S (r) = vΦ,↓↓

x,S (r),

γ↑↓Φ (r, r′) = γ↓↑Φ (r, r′) = 0, vΦ,↑↓
x,S (r) = vΦ,↓↑

x,S (r) = 0.
Proposition 3.1, Theorem 4.1, Proposition 4.2, and Proposition 5.1 apply mutatis mutandis to
the RHF setting, as well as to the spin-up and spin-down components of the UHF exchange
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operator and local potentials. As outlined above from the Slater potential, the variational char-
acterizations (4.23) and (5.1) of the KLI and ELP potentials can be used to defined KLI and
ELP potentials in the GHF setting.

7. Numerical results

We present here some numerical results for the models introduced in the previous sections. Other
numerical simulations have been published elsewhere [20]. All the models under consideration in
this section, namely the Hartree-Fock equations (2.9), the self-consistent Slater equations (3.4),
and the self-consistent ELP equations (5.4), can be formulated as nonlinear eigenvalue problems
of the form: find Φ = (φ1, . . . , φN ) ∈ XN such that

GγΦφi = εiφi,∫
R3
φi(r)φj(r) dr = δij ,

ε1 ≤ · · · ≤ εN are the lowest N eigenvalues of GγΦ ,

(7.1)

for some self-adjoint operator GγΦ depending self-consistently on its lowest energy eigenvectors
Φ = (φ1, · · · , φN ) through the density matrix

γΦ(r, r′) =
N∑

i=1

φi(r)φi(r′).

Problem (7.1) can be discretized in a finite basis set χ = {χ1, . . . , χM}, using the Galerkin
approximation. Denoting by C = (C1| · · · |CN ) ∈ RM×N the matrix gathering the components
of the orbitals (φ1, · · · , φN ) in the basis χ = (χ1, · · · , χM ), i.e.

φi(r) =
M∑

m=1

Cm,iχm(r), (7.2)

the Galerkin approximation of (7.1) can be written as a nonlinear generalized matrix eigenvalue
problem 

G(CCT )Ci = εCi SCi,
C∗SC = IdN ,
εχ1 ≤ · · · ≤ εχN are the lowest N eigenvalues of G(CCT ).

(7.3)

The entries of the overlap matrix S and of the mean-field Hamiltonian matrix G are respectively
given by

Sk,l =
∫

R3
χk(r)χl(r) dr,

and
G(CCT )k,l =

∫
R3
χk(r)

(
GCCT

χl

)
(r) dr,

where GCCT is the operator GγΦ for Φ obtained from C through (7.2). Note that D = CCT is
the matrix of γΦ in the basis (χm ⊗ χm′):

γΦ(r, r′) =
M∑

m,m′=1

Dmm′χm(r)χm′(r′).

It is easy to check that the matrices S and G(C) are both symmetric.
The nonlinear generalized eigenvalue problem (7.3) is solved using a fixed-point algorithm.

This algorithm is a modification of the natural fixed-point method, called the Roothaan algo-
rithm in the Chemistry literature. In the Roothaan algorithm, the iterations are performed as
follows:
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(1) set Dn = CnCnT and assemble the matrix G(Dn) associated with the trial density matrix
Dn;

(2) solve the linear generalized eigenvalue problem
G(CnCnT )Cn+1

i = εn+1
i SCn+1

i ,

Cn+1T
SCn+1 = IdN ,

εn+1
1 ≤ εn+1

2 ≤ εn+1
3 ≤ ...

(3) set
Cn+1 = (Cn+1

1 | · · · |Cn+1
N ).

In the Hartree-Fock setting, the Roothaan algorithm has been analyzed from a mathematical
viewpoint in [7]. It was proved that the Roothaan algorithm has the following behavior: it either
converges toward a local minimum of the Hartree-Fock energy functional, or it oscillates between
two states, none of them being solutions of the Hartree-Fock equations. Still in the Hartree-Fock
setting, it was shown in [5, 4] that convergence could be enforced by using a damping strategy
on the density matrix ensuring that the energy decreases at each step. The resulting algorithm
reads as follows

(1) set
Dn = αnC

nCnT + (1− αn)Dn−1, (7.4)
where αn ∈ [0, 1] is chosen in such a way that Dn is the minimizer of the Hartree-Fock
energy on the segment line [Dn−1, CnCnT ], and assemble the matrix G(Dn) associated
with the new trial density matrix Dn;

(2) solve the linear generalized eigenvalue problem
G(CnCnT )Cn+1

i = εn+1
i SCn+1

i ,

Cn+1T
SCn+1 = IdN ,

εn+1
1 ≤ εn+1

2 ≤ εn+1
3 ≤ ...

(3) set
Cn+1 = (Cn+1

1 | · · · |Cn+1
N ).

The algorithm proposed in [5, 4] was then improved in [25]. We refer to [6, 24] and references
therein for more details on the numerical algorithms commonly used to use to solve the Hartree-
Fock problem.

The numerical analysis of the fixed point methods in the case when (7.3) originates from
the Galerkin approximation of the self-consistent Slater equations (3.4), or of the self-consistent
ELP equations (5.4), have not been carried out so far. We have observed that the Roothaan
algorithm sometimes oscillates between two states which are not solutions of the self-consistent
equations, and that the basic fixed step mixing strategy which consists in replacing (7.4) with
Dn = αCnCnT + (1 − α)Dn−1, α > 0 denoting a small, fixed parameter, is enough to provide
convergence, at least for simple molecular systems.

Table 1 gathers the energies of three different Slater determinants, for a selection of closed-shell
atoms. The energy of the Hartree-Fock ground state (EHF) is reported in the second column.
The third column contains the difference EELP//HF − EHF. The energy EELP//HF is the energy
of the Slater determinant formed by the solution of the system

FELP//HF
Φ φi = εiφi,∫
R3
φi(r)φj(r)dr = δij ,

Φ = (φi)1≤i≤N ∈ XN ,

ε1 ≤ ε2 ≤ · · · ≤ εN are the lowest N eigenvalues of FELP//HF
Φ ,

(7.5)
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Atom EHF EELP//HF − EHF ESCELP − EHF

He −2.861680 0.000000 0.000000
Be −14.573023 0.000742 0.000742
Ne −128.54708 0.00224 0.00229
Mg −199.61462 0.00392 0.00397
Ar −526.81749 0.00710 0.00717
Ca −676.75815 0.00820 0.00830
Zn −1777.8481 0.0168 0.0174
Kr −2752.0549 0.0153 0.0155
Sr −3131.5454 0.0159 0.0161
Cd −5465.1328 0.0240 0.0246
Xe −7232.1378 0.0230 0.0232
Ba −7883.5432 0.0231 0.0233

Table 1. Energies of selected closed-shell atoms computed using the universal
Gaussian basis set (UGBS). All values are in hartrees (1 hartree = 27.2114 eV =
2625.5 kJ/mol).

with

FELP//HF
Φ = −1

2
∆ + Vnuc + ρΦ ?

1
|r|

+ vΦHF

x,ELP,

the local potential vΦHF

x,ELP satisfying (5.2). The fourth column contains the difference ESCELP −
EHF between the energy of the Slater determinant formed by the solution of the self-consistent
ELP problem (Eq. (5.4)) and the energy of the Hartree-Fock ground state.

The orbitals φi are discretized in the universal Gaussian basis set (UGBS) [9], which effectively
consists of products of spherical harmonics and radial gaussians optimized for each nucleus
for the purpose of chemistry computations. The ELP//HF and the SCELP potential are also
represented as an optimal linear combination of functions belonging to the UGBS basis set.

From Table 1, it is seen that the energies obtained from the self-consistent procedure (SCELP)
and the ones obtained by simply solving (7.5) (i.e. by fixing the local exchange potential) are
very similar. In both cases, these energies are only slightly above the energy of the Hartree-Fock
ground state, which means that the local exchange potential is a good local approximation of
the nonlocal exchange potential.

Figure 2 compares the local exchange potentials generated by the OEP method, the ELP
method and the self-consistent Slater equations, for two noble gas atoms. The optimized effec-
tive potential W satisfying (4.18) defines a local exchange potential vW

x through (4.15). The
OEP and ELP//HF were discretized in a carefully chosen even-tempered auxiliary basis of 15
primitive Gaussian s-functions with exponents αn = αmax/β

n−1 (n = 1, 2, . . . , 15), where β = 2
and αmax = 1503.7 for Ar, αmax = 2871.4 for Kr. The OEP was obtained by a direct minimiza-
tion procedure using the method described in [47, 48]. The local exchange potentials obtained
using these various procedures are very smooth and physically reasonable. Notice also that the
ELP//HF greatly improves the simple Slater exchange potential since it is much closer to the
reference OEP.

8. Proofs of the main results

Throughout this section, we denote by BR the open ball of R3 of radius R centered at 0, i.e.
BR =

{
r ∈ R3, |r| < R

}
and by Bc

R = R3 \BR.
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Figure 2. The optimized effective potential (OEP), the effective local potential
based on the Hartree-Fock orbitals (ELP//HF) and the self-consistent Slater
potential for the Ar atom (left) and the Kr atom (right).

In order to simplify the notation, we adopt here the usual loose notation consisting in denoting
an integral operator and its kernel by the same symbol.

8.1. Proof of Proposition 3.1: Properties of the Slater potential

If follows from the Cauchy-Schwarz inequality that

|γΦ(r, r′)|2 =

∣∣∣∣∣
N∑

i=1

φi(r)φi(r′)

∣∣∣∣∣
2

≤
(

N∑
i=1

|φi(r)|2
) (

N∑
i=1

|φi(r′)|2
)

= ρΦ(r) ρΦ(r′).

In the set where ρΦ > 0, one therefore has

−
∫

R3

ρΦ(r′)
|r− r′|

dr′ = − 1
ρΦ(r)

∫
R3

ρΦ(r)ρΦ(r′)
|r− r′|

dr′ ≤ − 1
ρΦ(r)

∫
R3

|γΦ(r, r′)|2

|r− r′|
dr′ = vΦ

x,S(r) ≤ 0.

In order to establish the decay property, we rewrite vΦ
x,S as

vΦ
x,S(r) = −

N∑
i,j=1

φi(r)φj(r)
ρΦ(r)

∫
R3

φi(r′)φj(r′)
|r− r′|

dr′,

remark that ∣∣∣∣φi(r)φj(r)
ρΦ(r)

∣∣∣∣ ≤ 1,

and conclude using the following lemma.

23



Eric Cancès, Gabriel Stoltz, et al.

Lemma 8.1. Let Φ = (φi)1≤i≤N ∈ XN and

Vij(r) =
∫

R3

φi(r′)φj(r′)
|r− r′|

dr′.

Then Vij vanishes at infinity. Besides, if the φi are radial or if there exists 1 ≤ p < 3/2 < q ≤ 2
such that |r| |φiφj | ∈ Lp(R3) ∩ Lq(R3), then

Vij(r) =
δij
|r|

+ o

(
1
|r|

)
.

Proof of Lemma 8.1. Let us denote by ρij = φiφj . By Sobolev embeddings, ρij ∈ L1(R3)∩L3(R3).
For all R > 0 and all r ∈ R3 such that |r| ≥ 2R, one has

|Vij(r)| ≤
∫
|r′|<R

|ρij(r′)|
|r− r′|

dr′ +
∫
|r′|>R

|ρij(r′)|
|r− r′|

dr ≤ 1
R

+
∥∥∥∥|ρij |χBc

R
?

1
| · |

∥∥∥∥
L∞

.

It then follows from the Young inequality and the Lebesgue-dominated convergence theorem
that ∥∥∥∥|ρij |χBc

R
?

1
| · |

∥∥∥∥
L∞

≤
∥∥∥∥|ρij |χBc

R
?
χB1

| · |

∥∥∥∥
L∞

+
∥∥∥∥|ρij |χBc

R
?
χBc

1

| · |

∥∥∥∥
L∞

≤ ‖|ρij |χBc
R
‖L3

∥∥∥∥χB1

| · |

∥∥∥∥
L3/2

+ ‖|ρij |χBc
R
‖L1

∥∥∥∥χBc
1

| · |

∥∥∥∥
L∞

−→
R→+∞

0.

Therefore, Vij vanishes at infinity.

The case of radial orbitals can be dealt with using the Gauss theorem, which provides the
following expression for the potential Vij :

Vij(r) =
∫

R3

ρij(r′)
max(|r|, |r′|)

dr′ (radial orbitals).

Indeed,∣∣∣∣Vij(r)−
δij
|r|

∣∣∣∣ =
∣∣∣∣∫

R3

ρij(r′)
max(|r|, |r′|)

dr′ − δij
|r|

∣∣∣∣ =
∣∣∣∣∣− 1
|r|

∫
|r′|≥|r|

ρij +
∫
|r′|≥|r|

ρij(r′)
|r′|

dr′
∣∣∣∣∣

≤ 2
|r|

∫
|r′|≥|r|

|ρij(r′)| dr′. (8.1)

We conclude using the Lebesgue-dominated convergence theorem.

Let us now prove (3.2) in the general case (non-radial orbitals), under the additional assumption
that there exists 1 ≤ p < 3/2 < q ≤ 2 such that |r| |ρij | ∈ Lp(R3) ∩ Lq(R3). For all r ∈ R3,

||r|Vij(r)− δij | =
∣∣∣∣∫

R3

|r| − |r− r′|
|r− r′|

ρij(r′) dr′
∣∣∣∣ ≤ ∫

R3

|r′| |ρij(r′)|
|r− r′|

dr′.

It suffices to show that the right-hand side vanishes at infinity. For all R > 0 and all r ∈ R3

such that |r| ≥ R(R+ 1),∫
R3

|r′| |ρij(r′)|
|r− r′|

dr′ =
∫
|r′|<R

|r′| |ρij(r′)|
|r− r′|

dr′ +
∫
|r′|>R

|r′| |ρij(r′)|
|r− r′|

dr′

≤ 1
R

+
∥∥∥∥fijχBc

R
?

1
| · |

∥∥∥∥
L∞

,
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where fij(r) = |r| |ρij(r)|. We then use the same argument as above:∥∥∥∥fijχBc
R
?

1
| · |

∥∥∥∥
L∞

≤
∥∥∥∥fijχBc

R
?
χB1

| · |

∥∥∥∥
L∞

+
∥∥∥∥fijχBc

R
?
χBc

1

| · |

∥∥∥∥
L∞

≤ ‖fijχBc
R
‖Lq

∥∥∥∥χB1

| · |

∥∥∥∥
Lq′

+ ‖fijχBc
R
‖Lp

∥∥∥∥χBc
1

| · |

∥∥∥∥
Lp′

−→
R→+∞

0,

where p′ = (1 − p−1)−1 ∈ (3,+∞] and q′ = (1 − q−1)−1 ∈ [2, 3). The proof of Lemma 8.1 is
complete. ut

Let us now turn to the proof of the second assertion of Proposition 3.1. For all v ∈ L3(R3) +
L∞(R3), the operator vγΦ is Hilbert-Schmidt. Indeed

(vγΦ)(r, r′) = v(r)γΦ(r, r′) ∈ L2(R3 × R3)

since |γΦ(r, r′)| ≤ ρΦ(r) ρΦ(r′) with ρΦ ∈ L1(R3) ∩ L3(R3). One can thus define on L3(R3) +
L∞(R3) the functional

JS
Φ(v) =

1
2
‖vγΦ −KΦ‖2

S2
=

1
2

∫
R3

∫
R3

∣∣∣∣v(r)γΦ(r, r′) +
γΦ(r, r′)
|r− r′|

∣∣∣∣2 dr dr′.
For all v and h in L3(R3) + L∞(R3),

JS
Φ(v + h) = JS

Φ(v) +
∫

R3

(
v(r)ρΦ(r) +

∫
R3

|γ(r, r′)|2

|r− r′|
dr′
)
h(r) dr +

1
2
‖hγΦ‖2

S2
.

Therefore, all the local minima of JS
Φ are global, and they are characterized by the equation

v(r)ρΦ(r) +
∫

R3

|γ(r, r′)|2

|r− r′|
dr′ = 0.

If ρΦ > 0 almost everywhere, the Slater potential is a unique solution of the above equation,
and therefore the unique global minimizer of JS

Φ .
The fact that the minimizers of JS

Φ and IS
Φ are the same comes from the fact that γ2

Φ = γΦ

implies 〈KΦγΦ, vγΦ〉S2 = 〈KΦ, vγΦ〉S2 . ut

8.2. Proof of Theorem 3.2: Self-consistent Slater equation

The strategy of proof is based on a fixed-point argument. Notice that variational methods cannot
be used since (3.4) seems to have no variational interpretation.

For all η ≥ 0, we consider the problem

(
−1

2
∆− Z + η

|r|
+ ρΦη ?

1
|r|

+ vΦη ,η
x,S

)
φη

i = εηi φ
η
i ,∫

R3
φη

i φ
η
j = δij ,

εη1 ≤ · · · ≤ εηN are the lowest N eigenvalues of
(
−1

2∆− Z+η
|r| + ρΦη ? 1

|r| + vΦη ,η
x,S

)
(on L2

r(R3))

(8.2)

where

vΦ,η
x,S (r) = − 1

ρΦ(r) + η

∫
R3

|γΦ(r, r′)|2

|r− r′|
dr′.

The proof of existence of a solution of (8.2) for η = 0 follows the lines of the proof of Theorem III.3
in [35]. We first construct, for η > 0, a continuous application T η whose fixed points are solutions
of (8.2) in X r

N . We then prove the existence of a fixed point of T η using the Schauder theorem.
The existence of a solution of (8.2) in the case when η = 0 is finally obtained using some
limiting procedure. Note that we have introduced the parameter η both in the nucleus-electron
interaction and in the Slater potential. In the former term, η plays the same role as in [35] (i.e.
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it enables us to control the decay of the orbitals at infinity). The role of η in the latter term is
to ensure the continuity of the nonlinear application T η for η > 0.

First step. Construction of the application T η.

Let η > 0 and

K =
{

Ψ = (ψi)1≤i≤N ∈ (H1
r (R3))N

∣∣∣∣ [∫
R3
ψiψj

]
≤ IN

}
,

IN denoting the identity matrix of rank N . The semidefinite constraint [
∫
R3 ψiψj ] ≤ IN means

∀x ∈ RN ,
N∑

i,j=1

(∫
R3
ψiψj

)
xixj ≤ |x|2.

It is easy to see that K is a nonempty, closed, bounded, convex subset of the Hilbert space
(H1

r (R3))N , containing X r
N . For Ψ ∈ K, we denote by γΨ(r, r′) =

∑N
i=1 ψi(r)ψi(r′), ρΨ(r) =

γΨ(r, r) and

F̃ η
Ψ = −1

2
∆− Z + η

|r|
+ ρΨ ?

1
|r|

+ vΨ,η
x,S .

As the potential V η
Ψ = −Z+η

|r| + ρΨ ?
1
|r| + vΨ,η

x,S belongs to

L2(R3)+L∞ε (R3) =
{
W | ∀ε > 0, ∃(W2,W∞) ∈ L2(R3)× L∞(R3), ‖W∞‖L∞ ≤ ε, W = W2 +W∞

}
,

it is a compact perturbation of the kinetic energy operator. By Weyl’s theorem [37], σess(F̃
η
Ψ) =

σess(−1
2∆) = [0,∞). Besides, using Gauss’ theorem and the inequalities −N

|·| ≤ −ρΨ ? 1
|r| ≤

vΨ,η
x,S ≤ 0, one has −Z+η

|r| ≤ V η
Ψ ≤ − η

|r| . Hence,

GZ+η := −1
2
∆− Z + η

|r|
≤ F̃ η

Ψ ≤ Gη := −1
2
∆− η

|r|
. (8.3)

As the hydrogen-like Hamiltonian Gη, considered as an operator on L2
r(R3), has infinitely many

negative eigenvalues, so does F̃ η
Ψ (this is a straightforward consequence of the Courant-Fischer

minimax principle). Besides, the eigenvalues of the radial Schrödinger operator F̃ η
Ψ being simple,

the spectral problem
F̃ η

Ψφi = εiφi,∫
R3
φiφj = δij ,

ε1 ≤ · · · ≤ εN are the lowest N eigenvalues of F̃ η
Ψ (on L2

r(R3)),

has a unique solution Φ = (φi) in X r
N ⊂ K up to the signs of the orbitals φi. We can therefore

define a nonlinear application T η from K to K which associates with any Ψ ∈ K the unique
solution Φ = (φi) ∈ X r

N ⊂ K of (8.2), for which φi ≥ 0 in a neighborhood of r = 0, for all
1 ≤ i ≤ N (by the strong maximum principle, φi cannot vanish on an open set of R3).

Second step. Existence of a solution of (8.2) for η > 0.

Using standard perturbation arguments, it is not difficult to prove that T η is continuous (for
the H1 norm topology). Let us prove that T η is compact. Let (Ψn) be a bounded sequence
in K, and let Φn = T ηΨn. There is no restriction in assuming that (Ψn) converges to some
Ψη ∈ (H1(R3))N , weakly in (H1(R3))N , strongly in (L2

loc(R3))N and almost everywhere. This
implies in particular that the sequence (ρΨn ? 1

|r| +v
Ψn,η
x,S ) is bounded in L∞ and converges almost
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everywhere to ρΨη ? 1
|r| + vΨη ,η

x,S when n goes to infinity. Using again (8.3) and denoting by εni the

i-th eigenvalue of F̃ η
Ψn , one obtains

1
2

N∑
i=1

(‖∇φn
i ‖L2 − 2(Z + η))2 − 2(Z + η)2 ≤

N∑
i=1

1
2

∫
R3
|∇φn

i |2 −
∫

R3

Z + η

|r|
ρΦn ≤

N∑
i=1

εni < 0.

Thus, for all 1 ≤ i ≤ N , the sequence (φn
i )n∈N∗ is uniformly bounded in H1(R3) (independently

of (Ψn)), and therefore converges, up to extraction, to some φη
i ∈ H1

r (R3), weakly in H1(R3),
strongly in L2

loc(R3) and almost everywhere. Besides, using (8.3) and the Courant-Fischer for-
mula, one obtains

−(Z + η)2

2i2
≤ εni ≤ − η2

2i2
.

Up to extraction, (εni ) therefore converges to some εηi ∈ [− (Z+η)2

2i2
,− η2

2i2
]. Next, by the Kato

inequality [37],

−∆|φn
i | ≤ −sgn(φn

i )∆φn
i = 2(εni − V η

Ψn)|φn
i |

≤ 2

(
Z + η

|r|
− η2

i2

)
|φn

i |. (8.4)

As, moreover, (Ψn) and (Φn) are bounded for the H1 norm topology, (V η
Ψnφn

i ) is bounded in
L2(R3), so that (φn

i ) is bounded in H2(R3), hence in L∞(R3). Consequently, it follows from (8.4)
and the maximum principle that there exists δ > 0 small enough and M ≥ 0 independent of i
and n, such that

|φn
i (r)| ≤M e

−
(√

2 η
N

−δ

)
|r|
.

This implies that (φn
i )n∈N∗ converges (up to extraction) to φη

i strongly in L2(R3). In particular,
Φη = (φη

i ) ∈ X r
N . It is then possible to check, using the convergence of (Ψn) to Ψη and the

convergence - up to extraction - of (Φn) to Φη and of (εni ) to εηi , that

−1
2
∆φη

i + V η
Ψηφ

η
i = εηi φ

η
i

and next, using the positivity of ρΨn ? 1
|r| + vΨn,η

x,S and Fatou lemma, that

lim inf
n→+∞

−
∫

R3
|∇φn

i |2 = lim inf
n→+∞

2
∫

R3
(V η

Ψn − εni )|φn
i |2

≥ 2
∫

R3
(V η

Ψη − εηi )|φ
η
i |

2 = −
∫

R3
|∇φη

i |
2.

As on the other hand, ∫
R3
|∇φη

i |
2 ≤ lim inf

n→+∞

∫
R3
|∇φn

i |2,

(Ψn) converges to Ψη strongly in (H1(R3))N , which proves that T η is compact. It then follows
from the Schauder fixed-point theorem [49] that T η has a fixed point Φη ∈ X r

N , which is solution
of (8.2).

Third step. Existence of a solution of (8.2) for η = 0.

Let (ηn) be a sequence of positive real numbers converging to zero. As the sequence of corre-
sponding fixed points (Φηn) is uniformly bounded in (H1(R3))N and as − (Z+ηn)2

2i2
≤ εηn

i ≤ 0,
there is no restriction in assuming that (Φηn) converges to some Φ? ∈ (H1(R3))N , weakly in
(H1(R3))N , strongly in (L2

loc(R3))N and almost everywhere, and that (εηn
i ) converges to ε∗i ≤ 0.

Besides, the sequence (Φηn) is bounded in (H2(R3))N , hence in (L∞(R3))N .
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Passing to the limit in the equation F̃ ηn

Φηnφ
ηn
i = εηn

i φηn
i yields

−1
2
∆φ?

i −
Z

|r|
φ?

i +
(
ρΦ? ?

1
|r|

)
φ?

i + vΦ?

x,Sφ
?
i = ε?iφ

?
i .

Assume that
∫
R3 ρΦ? < N . As

F̃ ηn

Φηn ≤ −1
2
∆− Z

|r|
+ ρΦηn ?

1
|r|
,

one has, using the Courant-Fischer formula, and denoting by λi(A) the i-th eigenvalue of A,

ε?i = lim
n→+∞

εηn
i

= lim
n→+∞

λi

(
F̃ ηn

Φηn

)
≤ lim

n→+∞
λi

(
−1

2
∆− Z

|r|
+ ρΦηn ?

1
|r|

)
= λi

(
−1

2
∆− Z

|r|
+ ρΦ? ?

1
|r|

)
≤ λi

(
−1

2
∆− N −

∫
R3 ρΦ?

|r|

)
= −(N −

∫
R3 ρΦ?)2

2i2
< 0.

It follows that for n large enough, the sequence (εηn
i ) is isolated from zero. As (Φηn) is bounded

in (L∞(R3))N , we conclude, reasoning as above, that there exists M ∈ R+ and α > 0 such that
for n large enough

|φηn
i (r)| ≤M e−α|r|.

This implies that (Φηn) converges to Φ? ∈ (H1(R3))N strongly in (L2(R3))N , and consequently
that

∫
R3 ρΦ? = N . We reach a contradiction. This means that

∫
R3 ρΦ? = N and therefore that

Φ? ∈ X r
N .

This proves that (φ∗i ) are orthonormal eigenvectors of F̃ 0
Φ? . The fact that ε?1 < · · · < ε?N are the

lowest eigenvalues of F̃ 0
Φ? follows from the Courant-Fischer formula.

In view of Proposition 3.1, the Slater potential vΦ?

x,S is equivalent to − 1
|r| at infinity. This proves

that ε?1 < · · · < ε?N < 0, from which it follows that the orbitals φ?
i enjoy exponential decay: For

all η > 0, there exists M ∈ R3 such that

|φ?
i (r)| ≤M e−(

√
−2ε?

N−η/3)|r|.

Using (8.1), one obtains

vΦ?

x,S(r) = − 1
|r|

+ o
(
e−(2

√
−2ε?

N−η)|r|
)
.

Lastly, the same arguments as above can be used to prove that the minimum of the Hartree-Fock
energy over the set of solutions of (3.4) is attained. ut

8.3. Proof of Theorem 4.1: OEP Integral equation

Straightforward computations show that

EHF(γW+w) = EHF(γW ) + Tr (FγW (γW+w − γW )) + α(γW+w − γW , γW+w − γW ), (8.5)

where

α(γ1, γ2) =
1
2

∫
R3

∫
R3

γ1(r, r) γ2(r′, r′)− γ1(r, r′) γ2(r, r′)
|r− r′|

dr dr′.
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The second term of the right-side of (8.5) is well-defined since both γW+w and γW are finite-rank
operators with range in H2(R3) = D(FγW ) = D(FγW+w). Let

δ =
(

max
z∈C

‖R0(z)‖
)−1

.

Denoting byRw(z) = (z−HW+w)−1, one has for all w ∈ Bη/2 =
{
w ∈ L1(R3) ∩ L∞(R3), ‖w‖L1∩L∞ < η/2

}
such that ‖w‖L∞ < δ,

Rw(z) = (z−HW+w)−1 = (z−HW −w)−1 = ((z−HW )(1−R0(z)w))−1 = (1−R0(z)w)−1R0(z)

and
(1−R0(z)w)−1 − 1 = (1−R0(z)w)−1R0(z)w = R0(z)w(1−R0(z)w)−1.

Using the complex-plane integral representation

γW+w =
1

2πi

∮
C
Rw(z) dz,

one is led to

γW+w − γW =
1

2πi

∮
C
(Rw(z)−R0(z)) dz =

1
2πi

∮
C
(1−R0(z)w)−1R0(z)wR0(z) dz

=
1

2πi

∮
C
R0(z)wR0(z) dz +

1
2πi

∮
C
R0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz.

Hence,

FγW (γW+w − γW ) =
1

2πi

∮
C
FγWR

0(z)wR0(z) dz +
1

2πi

∮
C
FγWR

0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz

=
1

2πi

∮
C
HWR0(z)wR0(z) dz +

1
2πi

∮
C
(KγW − vW

x )R0(z)wR0(z) dz

+
1

2πi

∮
C
FγWR

0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz

=
1

2πi

∮
C
(−1 + zR0(z))wR0(z) dz +

1
2πi

∮
C
(KγW − vW

x )R0(z)wR0(z) dz

+
1

2πi

∮
C
FγWR

0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz

= −wγW +
1

2πi

∮
C
zR0(z)wR0(z) dz +

1
2πi

∮
C
(KγW − vW

x )R0(z)wR0(z) dz

+
1

2πi

∮
C
FγWR

0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz.

To proceed further, we make use of the following technical lemmas whose proofs are postponed
until the end of the present section.

Lemma 8.2. For all z ∈ ρ(HW ), (1 − ∆)R0(z) and R0(z)(1 − ∆) are bounded operators on
L2(R3) and (1−∆)R0(z) is the adjoint of R0(z)(1−∆). Besides the functions

z 7→ R0(z)(1−∆) and z 7→ (1−∆)R0(z)

are analytic from ρ(HW ) into L(L2(R3)).

Lemma 8.3.

(1) For all v ∈ L1(R3), the operator (1−∆)−1v(1−∆)−1 is trace-class and

‖(1−∆)−1v(1−∆)−1‖S1 ≤
1
8π

‖v‖L1 .
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(2) For all v ∈ L2(R3), the operator v(1−∆)−1 and its adjoint (1−∆)−1v are Hilbert-Schmidt
and

‖v(1−∆)−1‖S2 = ‖(1−∆)−1v‖S2 =
‖v‖L2

(8π)1/2
.

Using the above two lemmas, it follows

Tr
(

1
2πi

∮
C
zR0(z)wR0(z) dz

)
=

1
2πi

∮
C
zTr

(
R0(z)wR0(z)

)
dz

=
1

2πi

∮
C
zTr

(
R0(z)(1−∆)(1−∆)−1w(1−∆)−1(1−∆)R0(z)

)
dz

=
1

2πi

∮
C
zTr

(
(1−∆)R0(z)2(1−∆)(1−∆)−1w(1−∆)−1

)
dz

= Tr
(

(1−∆)
(

1
2πi

∮
C
zR0(z)2 dz

)
(1−∆)(1−∆)−1w(1−∆)−1

)
.

Denoting by

HW =
∫ +∞

−∞
λ dPλ

the spectral decomposition of HW , it holds
1

2πi

∮
C
zR0(z)2 dz =

1
2πi

∮
C

(∫ +∞

−∞

z

(z − λ)2
dPλ

)
dz

=
∫ +∞

−∞

(
1

2πi

∮
C

z

(z − λ)2
dz

)
dPλ

=
∫ εF

−∞
dPλ = γW .

Hence,

Tr
(

1
2πi

∮
C
zR0(z)wR0(z) dz

)
= Tr

(
(1−∆)γW (1−∆)(1−∆)−1w(1−∆)−1

)
= Tr (γWw).

We thus obtain

EHF(γW+w) = EHF(γW ) + Tr
(

(KγW − vW
x )

1
2πi

∮
C
R0(z)wR0(z) dz

)
+Tr

(
1

2πi

∮
C
FγWR

0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz
)

(8.6)

+α(γW+w − γW , γW+w − γW ).

Let us denote by
β = max

z∈C
‖(1−∆)R0(z)‖.

As W ∈ L2(R3) + L∞(R3), one also has vW
x ∈ L2(R3) + L∞(R3). Let v2 ∈ L2(R3) and v∞ ∈

L∞(R3) such that vW
x = v2 + v∞. Then,∣∣∣∣Tr

(
(KγW − vW

x )
1

2πi

∮
C
R0(z)wR0(z) dz

)∣∣∣∣ ≤
∣∣∣∣Tr

(
(KγW − v∞)

1
2πi

∮
C
R0(z)wR0(z) dz

)∣∣∣∣
+
∣∣∣∣Tr

(
v2

1
2πi

∮
C
R0(z)wR0(z) dz

)∣∣∣∣ ,
with∣∣∣∣Tr

(
(KγW − v∞)

1
2πi

∮
C
R0(z)wR0(z) dz

)∣∣∣∣ ≤ |C|β2

2π
(‖KγW ‖+ ‖v∞‖L∞)‖(1−∆)−1w(1−∆)−1‖S1

≤ C ‖w‖L1 ≤ C‖w‖L1∩L∞ , (8.7)
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and∣∣∣∣Tr
(
v2

1
2πi

∮
C
R0(z)wR0(z) dz

)∣∣∣∣ =
∣∣∣∣Tr

(
1

2πi

∮
C
v2(1−∆)−1(1−∆)R0(z)w(1−∆)−1(1−∆)R0(z) dz

)∣∣∣∣
≤ |C|β2

2π
‖v2(1−∆)−1‖S2‖w(1−∆)−1‖S2

≤ C ‖w‖L2 ≤ C‖w‖L1∩L∞ . (8.8)

The linear form

w 7→ Tr
(

(KγW − vW
x )

1
2πi

∮
C
R0(z)wR0(z) dz

)
therefore is continuous on L1(R3) ∩ L∞(R3). It remains to prove that the last two terms of the
right-hand side of (8.6) are O(‖w‖2

L1∩L∞). The first one is easy to deal with. Indeed,∣∣∣∣Tr
(

1
2πi

∮
C
FγWR

0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz
)∣∣∣∣

≤ |C|β3‖FγW (1−∆)−1‖
2π
(
1− ‖w‖L∞

δ

) ‖w‖L∞ ‖(1−∆)−1w(1−∆)−1‖S1 ≤
|C|β3‖FγW (1−∆)−1‖

16π2
(
1− ‖w‖L∞

δ

) ‖w‖2
L1∩L∞ .

The second term can be split as

α(γW+w−γW , γW+w−γW ) =
1
2
D(ργW+w−ργW , ργW+w−ργW )−1

2

∫
R3

∫
R3

|(γW+w − γW )(r, r′)|2

|r− r′|
dr dr′,

where D(·, ·) denotes, as usual, the Coulomb energy

D(f, g) =
∫

R3

∫
R3

f(r) g(r′)
|r− r′|

dr dr′,

for which [37]
∃C ∈ R+ s.t. ∀f ∈ L6/5(R3), 0 ≤ D(f, f) ≤ C‖f‖2

L6/5 .

As both ργW+w and ργW belong to L1(R3) ∩ L2(R3),

D(ργW+w − ργW , ργW+w − ργW ) ≤ C ‖ργW+w − ργW ‖
2
L6/5

≤ C‖ργW+w − ργW ‖
4/3
L1 ‖ργW+w − ργW ‖

2/3
L2 .

We now make use of the following characterization of the Lp norm [28], which is valid for all
1 ≤ p ≤ +∞:

‖f‖Lp = sup
g∈Lp′ (R3), ‖g‖

Lp′=1

∫
R3
fg,

where 1
p + 1

p′ = 1. In our case, one obtains

‖ργW+w − ργW ‖L1 = sup
g∈L∞, ‖g‖L∞=1

∫
R3

(ργW+w − ργW )g

= sup
g∈L∞, ‖g‖L∞=1

Tr ((γW+w − γW )g)

≤ sup
g∈L∞, ‖g‖L∞=1

‖(γW+w − γW )g‖S1

= sup
g∈L∞, ‖g‖L∞=1

∥∥∥∥ 1
2πi

∮
C
(1−R0(z)w)−1R0(z)wR0(z)g dz

∥∥∥∥
S1

≤ |C|β2

16π2
(
1− ‖w‖L∞

δ

) ‖w‖L1 ,
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and

‖ργW+w − ργW ‖L2 = sup
g∈L2, ‖g‖L2=1

∫
R3

(ργW+w − ργW )g

= sup
g∈L2, ‖g‖L2=1

Tr ((γW+w − γW )g)

≤ sup
g∈L2, ‖g‖L2=1

‖(γW+w − γW )g‖S1

= sup
g∈L2, ‖g‖L2=1

∥∥∥∥ 1
2πi

∮
C
(1−R0(z)w)−1R0(z)wR0(z)g dz

∥∥∥∥
S1

= sup
g∈L2, ‖g‖L2=1

|C|β2

2π(1− ‖w‖L∞
δ )

‖(1−∆)−1w‖S2 ‖(1−∆)−1g‖S2

≤ |C|β2

16π2
(
1− ‖w‖L∞

δ

) ‖w‖L2 .

Hence,

0 ≤ D(ργW+w − ργW , ργW+w − ργW ) ≤ C

1− ‖w‖L∞
δ

‖w‖2
L1∩L∞ .

Lastly, one obtains, using again the Cauchy-Schwarz and Hardy inequalities,∫
R3

∫
R3

|(γW+w − γW )(r, r′)|2

|r− r′|
dr dr′ ≤ 2 ‖γW+w − γW ‖S2 ‖∇γW+w −∇γW ‖S2 .

As

‖γW+w − γW ‖S2 ≤ ‖γW+w − γW ‖S1 ≤
|C|β2

16π2
(
1− ‖w‖L∞

δ

) ‖w‖L1 ,

and

‖∇γW+w −∇γW ‖S2 ≤
∥∥∥∥∇ 1

2πi

∮
C
R0(z)wR0(z) dz

∥∥∥∥
S2

+
∥∥∥∥∇ 1

2πi

∮
C
R0(z)w(1−R0(z)w)−1R0(z)wR0(z) dz

∥∥∥∥
S2

=
∥∥∥∥ 1
2πi

∮
C
∇(1−∆)−1(1−∆)R0(z)w(1−∆)−1(1−∆)R0(z) dz

∥∥∥∥
S2

+
∥∥∥∥ 1
2πi

∮
C
∇(1−∆)−1(1−∆)R0(z)w(1−R0(z)w)−1R0(z)w(1−∆)−1(1−∆)R0(z) dz

∥∥∥∥
S2

≤ C

(
‖w‖L2 +

‖w‖L2 ‖w‖L∞

1− ‖w‖L∞
δ

)
,

we conclude that ∫
R3

∫
R3

|(γW+w − γW )(r, r′)|2

|r− r′|
dr dr′ = O(‖w‖2

L1∩L∞).

We have therefore established that the Fréchet derivative of the function w 7→ EHF(γW+w) is
the linear form

w 7→ Tr
(

(KγW − vW
x )

1
2πi

∮
C
R0(z)wR0(z) dz

)
.
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It follows from (8.7)-(8.8) that this linear form is in fact continuous on L1(R3) ∩ L2(R3).
Therefore, there exists %W ∈ (L1(R3) ∩ L2(R3))′ = L2(R3) + L∞(R3), such that for all w ∈
L1(R3) ∩ L∞(R3),

Tr
(

(KγW − vW
x )

1
2πi

∮
C
R0(z)wR0(z) dz

)
=
∫

R3
%Ww.

Using [R0(z), γW ] = 0, the analyticity of the function z 7→ (1−γW )R0(z)(1−γW ) in the interior
domain defined by C, and Cauchy’s formula [39], it is easy to show that

1
2πi

∮
C
R0(z)wR0(z) dz =

1
2πi

∮
C
γWR0(z)γWw(1− γW )R0(z)(1− γW ) dz

+
1

2πi

∮
C
(1− γW )R0(z)(1− γW )wγWR0(z)γW dz.

The left-hand side of the above equation therefore defines a finite-rank operator. Let (φW
i )1≤i≤N

be a set of N orthonormal eigenvectors of HW associated with the lowest N eigenvalues εW1 ≤
· · · ≤ εWN of HW . It holds

1
2πi

∮
C
R0(z)wR0(z) dz =

N∑
i=1

(|φW
i 〉〈φW

i |)w 1
2πi

∮
C

1
z − εWi

(1− γW )R0(z)(1− γW ) dz

+
N∑

i=1

(
1

2πi

∮
C

1
z − εWi

(1− γW )R0(z)(1− γW ) dz

)
w(|φW

i 〉〈φW
i |).

Using again the analyticity of the function z 7→ (1− γW )R0(z)(1− γW ) in the interior domain
defined by C, and Cauchy’s formula, we then obtain

1
2πi

∮
C

1
z − εWi

(1− γW )R0(z)(1− γW ) dz = (1− γW )[εWi − (1− γW )HW (1− γW )]−1(1− γW ).

Multiplying the above equality by (KγW − vW
x ) on the left-hand side and taking the trace, we

are led to
Tr
(

(KγW − vW
x )

1
2πi

∮
C
R0(z)wR0(z) dz

)
=
∫

R3
%Ww

with

%W (r) = 2
N∑

i=1

φW
i (r)

[
(1− γW )[εWi − (1− γW )HW (1− γW )]−1(1− γW )(KγW − vW

x )φW
i

]
(r).

As the φW
i s are in H2(R3) and as the range of the operator [εWi − (1 − γW )HW (1 − γW )]−1 is

contained in H2(R3), the function ρW belongs to L1(R3)∩H2(R3). Using similar arguments, one
can easily show that the operator TW defined by (4.17) is finite-rank and that ρW (r) = tW (r, r).

It remains to prove lemmas 8.2 and 8.3.

Proof of Lemma 8.2. Let z be in the resolvent set ρ(HW ) of HW . By Assumption 4.1, D(HW ) =
H2(R3). Hence, (z −HW ), considered as an operator from H2(R3) to L2(R3), is invertible. As
W ∈ L2(R3) +L∞(R3), it is also continuous, hence bicontinuous in view of the inverse mapping
theorem [37]. As so is (1−∆), (1−∆)R0(z) is a bounded operator on L2(R3).

On the other hand, it holds, for all c > 0 such that (z − c) ∈ ρ(HW ),

R0(z)(1−∆) = R0(z)((z − c)−HW )R0(z − c)(c−∆/2)(c−∆/2)−1(1−∆).

The operators R0(z)((z− c)−HW ) = 1− cR0(z) and (c−∆/2)−1(1−∆) are bounded operators
on L2(R3). Besides,

(c−∆/2)−1(z − c−HW ) = −
(
1− (c−∆/2)−1(z −W )

)
.

33



Eric Cancès, Gabriel Stoltz, et al.

As W ∈ L2(R3) + L∞(R3), one can write W as W = W2 + W∞ with W2 ∈ L2(R3) and
W∞ ∈ L∞(R3). The operator (c−∆/2)−1(z−W∞) is a bounded operator and its norm vanishes
when c approaches +∞. Lastly, the operator (c−∆/2)−1W2 is Hilbert-Schmidt, and its Hilbert-
Schmidt norm ∥∥∥(c−∆/2)−1W2

∥∥∥
S2

=
1
8π

(∫
R3

e−
√

2c |r|

|r|2
dr

)1/2

‖W2‖L2 ,

hence its norm in L(L2(R3)), go to zero when c goes to infinity. The operator (c−∆/2)−1(z−c−
HW ) is therefore bounded on L2(R3) and invertible for c large enough. Its inverse, R0(z− c)(c−
∆/2) also defines a bounded operator. This proves that R0(z)(1−∆) is a bounded operator.

The analyticity of the functions z 7→ (1 − ∆)R0(z) and z 7→ R0(z)(1 − ∆) follows from the
analyticity of the resolvent on the resolvent set: For z0 ∈ ρ(HW ) and z ∈ ρ(HW ) such that
|z − z0| < ‖R0(z0)‖−1, it holds

R0(z) =
+∞∑
n=0

(z − z0)nR0(z0)n+1.

ut

Proof of Lemma 8.3. Let us first prove the second assertion. The kernel of the operator v(1−∆)−1

is explicit and reads

k(r, r′) = v(r)
e−|r−r′|

4π|r− r′|
.

As ∫
R3

∫
R3
k(r, r′)2 dr dr′ =

(∫
R3
v2
) (∫

R3

e−2|r|

16π2|r|2
dr

)
=
‖v‖2

L2

8π
,

v(1−∆)−1 is Hilbert-Schmidt and ‖v(1−∆)−1‖S2 = ‖v‖L2

(8π)1/2 .

In order to prove the second assertion, we write v as v = v+ − v− with v+ = max(v, 0) and
v− = max(−v, 0), and introduce the operators A± = √

v±(1 − ∆)−1. As √v± ∈ L2(R3), the
operators A± are Hilbert-Schmidt and such that ‖A±‖S2 = ‖√v±‖L2/(8π)1/2. Hence, (1 −
∆)−1v(1−∆)−1 = A∗+A+ −A∗−A− is trace-class and

‖(1−∆)−1v(1−∆)−1‖ ≤ 1
8π

(
‖√v+‖2

L2 + ‖√v−‖2
L2

)
=
‖v‖L1

8π
.

ut

8.4. Proof of Proposition 4.2: Properties of the KLI potential

As D(HW ) = H2(R3), the eigenfunctions φW
i are in H2(R3), and are therefore continuous on R3.

Under the assumption that εW1 < minσess(HW ), the ground state φW
1 is non-degenerate, and

positive on R3. Consequently, ρΦ is continuous, and positive on R3, so that

vΦW

x,KLI(r) = vΦW

x,S (r) +
N∑

i=1

(
〈φW

i |vΦW

x,KLI |φW
i 〉 − 〈φW

i |KΦW |φW
i 〉
) |φW

i (r)|2

ρΦW (r)
, (8.9)

is a continuous, bounded function on R3.

Proceeding as in Section 8.1, one can show that the functional JKLI
Φ is well-defined on L3(R3) +

L∞(R3) and that the global minimizers v of (4.23) are exactly the solutions of the KLI equation

ρΦW (r)v(r) = −
∫

R3

|γΦW (r, r′)|2

|r− r′|
dr′ +

N∑
i=1

〈φW
i | v −KΦW |φW

i 〉 |φW
i (r)|2. (8.10)
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It remains to prove that the set of solutions of the above equation is a one-dimensional affine
space. To this end, we note that the potential

v(r) = vΦW

x,S (r) +
N∑

i=1

(
αΦW

i − 〈φW
i |KΦW |φW

i 〉
) |φW

i (r)|2

ρΦW (r)

is a solution of (8.10) if and only if the vector αΦW
= (αΦW

i ) ∈ RN is a solution of the linear
system (4.25). We therefore have to show that Ker(IN − SΦW

) = R(1, · · · , 1)T and that βΦW ∈
Ran(IN − SΦ).

Let y ∈ RN . One has

yT (IN −SΦW
)y =

N∑
i=1

y2
i −

∫
R3

(
N∑

i=1

yi(φW
i )2

)2

N∑
i=1

(φW
i )2

≥
N∑

i=1

y2
i −

∫
R3

(
N∑

i=1

y2
i (φ

W
i )2

) (
N∑

i=1

(φW
i )2

)
N∑

i=1

(φW
i )2

= 0,

with equality if and only if, for all r ∈ R3, there exists λ(r) such that yiφ
W
i (r) = λ(r)φW

i (r) for
all 1 ≤ i ≤ N . As φW

1 > 0 on R3, this condition is equivalent to y = (yi) ∈ R(1, · · · , 1)T . Thus,
Ker(IN − SΦW

) = R(1, · · · , 1)T . Lastly, using the fact that SΦW is symmetric, one obtains

Ran(IN − SΦW
) = Ker(IN − SΦW

)⊥ =

{
z = (zi) ∈ RN ,

N∑
i=1

zi = 0

}
.

It is easy to check that βΦW ∈ Ran(IN − SΦW
).

8.5. Proof of Proposition 5.1: Properties of the ELP

For all v ∈ L3(R3) +L∞(R3), the operator BΦv = [v, γΦ] is Hilbert-Schmidt. One can therefore
define on L3(R3) + L∞(R3) the functional

JELP
Φ (v) =

1
2
‖[v −KΦ, γΦ]‖2

S2
=

1
2
‖BΦv − [KΦ, γΦ]‖2

S2
.

For all v and h in L3(R3) + L∞(R3),

JELP
Φ (v + h) = JELP

Φ (v) + 〈BΦv − [KΦ, γΦ], BΦh〉S2 +
1
2
‖BΦh‖2

S2
,

and

〈BΦv − [KΦ, γΦ], BΦh〉S2

= 2
∫

R3

ρΦ(r)v(r) +
∫

R3

|γΦ(r, r′)|2

|r− r′|
dr′ −

N∑
i,j=1

〈φi |v −KΦ |φj〉φi(r)φj(r)

 h(r) dr.

The global minimizers v of (5.1) are therefore exactly the solutions of the equation

ρΦ(r)v(r) = −
∫

R3

|γΦ(r, r′)|2

|r− r′|
dr′ +

N∑
i,j=1

〈φi|v −KΦ|φj〉φi(r)φj(r). (8.11)

Multiplying the above equation by φiφj

ρ and integrating over R3, one then observes that the
function v satisfying

ρΦ(r)v(r) = −
∫

R3

|γΦ(r, r′)|2

|r− r′|
dr′ +

N∑
i,j=1

(Mij − 〈φi|KΦ|φj〉)φi(r)φj(r)
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is a solution of (8.11) if and only if the matrix M is a solution of the linear system

(I −AΦ)M = GΦ. (8.12)

Let us now prove that, if the orbitals φi are continuous and if R3 \ ρ−1
Φ (0) is connected, then

Ker(I − AΦ) = RIN and GΦ ∈ Ran(I − AΦ). For this purpose, let us consider a matrix M ∈
MS(N) such that

(
I −AΦ

)
M = 0. As M is symmetric, it can be diagonalized in an orthonormal

basis set as

M = UT Diag(λ1, · · · , λN ) U

where U is a unitary matrix. Denoting by (ψ1, . . . , ψN )T = U(φ1, . . . , φN )T , a simple calculation
leads to

0 = (
(
I −AΦ

)
M,M)F =

N∑
i=1

λ2
i −

∫
R3

∣∣∣∣∣
N∑

i=1

λiψi(r)2
∣∣∣∣∣
2

dr
ρΦ(r)

,

where (·, ·)F is the Frobenius inner product on MS(N). As U is a unitary transform, the ψi

are orthonormal for the L2(R3) inner product and
N∑

i=1

ψi(r)2 = ρΦ(r). Therefore, using the

Cauchy-Schwarz inequality,∣∣∣∣∣
N∑

i=1

λiψi(r)2
∣∣∣∣∣
2

≤
(

N∑
i=1

ψi(r)2
) (

N∑
i=1

λ2
iψi(r)2

)
= ρΦ(r)

N∑
i=1

λ2
iψi(r)2,

with equality if and only if there exists C(r) such that λiψi(r) = C(r)ψi(r) for all 1 ≤ i ≤ N .
Hence,

N∑
i=1

λ2
i −

∫
R3

∣∣∣∣∣
N∑

i=1

λiψi(r)2
∣∣∣∣∣
2

dr
ρΦ(r)

≥
N∑

i=1

λ2
i −

∫
R3

N∑
i=1

λ2
iψ

2
i = 0,

with equality if and only if for almost all r ∈ R3, there exists C(r) such that λiψi(r) = C(r)ψi(r)
for all 1 ≤ i ≤ N .

If the orbitals φi are continuous, so are the functions ψi. Let us consider the open sets Ωi =
R3 \ ψ−1

i (0) and Ω = ∪N
i=1Ωi = R3 \ ρ−1

Φ (0). On Ωi, one has C(r) = λi. This implies that the
function C(r) is constant on each connected component of Ω. If Ω is connected, one therefore
has λ1 = λ2 = · · · = λN , i.e. M is proportional to the identity matrix.

In summary, under the assumptions that the orbitals φi are continuous and that R3 \ ρ−1
Φ (0)

is connected,

(1) the linear equation (8.12) has a solution if and only if GΦ ∈ Ran
(
I −AΦ

)
. Note that

Ran
(
I −AΦ

)
= Ker

(
I − (AΦ)∗

)⊥
= Ker

(
I −AΦ

)⊥
, since AΦ is self-adjoint for the

Frobenius inner product. It then follows that Ran
(
I −AΦ

)
= Span(IN )⊥. Since (IN , GΦ)F =

Tr(GΦ) = 0, GΦ ∈ Ran
(
I −AΦ

)
and (8.12) has at least one solution MΦ

? ;

(2) if MΦ
? is a solution of (8.12), then the set of the solutions of (8.12) is

{
MΦ

? + λIRN , λ ∈ R
}

.

Note that replacing MΦ with MΦ +λIRN in (8.12) amounts to replacing vΦ
x,ELP with vΦ

x,ELP +λ.
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Appendix: Brief review of functional analysis

This Appendix aims at providing to quantum chemists the basis of functional analysis needed to
understand the statements of the results contained in the present article. The additional concepts
and results used in the proofs can be found in [37].

Let us first recall the definition of the functional spaces used throughout this article. In the
following, all the considered functions are real-valued Lebesgue measurable functions on R3. As
usual, two functions which differ only on a set of measure zero are identified.

For 1 ≤ p <∞, the Lp space is defined as

Lp(R3) =
{
u

∣∣∣∣ ∫
R3
|u(r)|p dr <∞

}
.

Endowed with the norm

‖u‖Lp =
(∫

R3
|u(r)|p dr

)1/p

,

Lp(R3) is a Banach space. The space L2(R3) is a Hilbert space for the inner product

〈u|v〉 =
∫

R3
u(r) v(r) dr.

The space L∞(R3) is the vector space of essentially bounded functions. A measurable function u
is essentially bounded if there exists a constant M such that |u| ≤M almost everywhere (a.e.),
i.e. everywhere except, possibly, on a set of measure zero. Endowed with the norm

‖u‖L∞ = inf {M ≥ 0 | |u| ≤M a.e.} ,
L∞(R3) is a Banach space. One has for all u ∈ L∞(R3),

|u(r)| ≤ ‖u‖L∞ a.e.

For all 1 ≤ p < q ≤ ∞, the space Lp(R3) ∩ Lq(R3), endowed with the norm ‖ · ‖Lp∩Lq =
‖ · ‖Lp + ‖ · ‖Lq , is a Banach space. Likewise, for all 1 < p < q ≤ ∞ the space

Lp(R3) + Lq(R3) =
{
u | ∃(up, uq) ∈ Lp(R3)× Lq(R3), u = up + uq

}
,

endowed with the norm

‖u‖Lp+Lq = inf
{
‖up‖Lp + ‖uq‖Lq , (up, uq) ∈ Lp(R3)× Lq(R3), u = up + uq

}
is a Banach space.

In quantum mechanics, the kinetic energy of a one-particle wavefunction φ is 1
2

∫
R3 |∇φ|2. It

is therefore natural to introduce the vector space

H1(R3) =
{
u ∈ L2(R3) | ∇u ∈ (L2(R3))3

}
.

Endowed with the inner product

(u, v)H1 =
∫

R3
u(r) v(r) dr +

∫
R3
∇u(r) · ∇v(r) dr,

H1(R3) is a Hilbert space. We will also use the Hilbert space

H2(R3) =

{
u ∈ H1(R3)

∣∣∣∣∣ ∀ 1 ≤ i, j ≤ 3,
∂2u

∂ri∂rj
∈ L2(R3)

}
whose inner product is

(u, v)H2 =
∫

R3
u(r) v(r) dr +

∫
R3
∇u(r) · ∇v(r) dr +

3∑
i,j=1

∫
R3

∂2u

∂ri∂rj
(r)

∂2v

∂ri∂rj
(r) dr.

The functional spaces H1(R3) and H2(R3) belong to the class of Sobolev spaces.
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Lastly, Lp
loc(R

3) is the vector space of the functions u such that
∫
K |u(r)|p dr < ∞ for all

compact sets K ⊂ R3.

The second part of this Appendix is devoted to linear operators on L2(R3). The set of the
continuous linear operators from L2(R3) to L2(R3), also called bounded operators on L2(R3), is
denoted by L(L2(R3)). The adjoint of a continuous linear operator T ∈ L(L2(R3)) is the unique
operator of L(L2(R3)), denoted by T ∗, defined by

∀(u, v) ∈ L2(R3)× L2(R3), 〈T ∗u|v〉 = 〈u|Tv〉.
The operator T ∈ L(L2(R3)) is called self-adjoint if T ∗ = T . The vector space of self-adjoint
continuous linear operators on L2(R3) is denoted by S(L2(R3)). If T is a self-adjoint operator,
it is usual to write

〈u|T |v〉 = 〈Tu|v〉 = 〈u|Tv〉.
Let T ∈ L(L2(R3)) and (en)n∈N be a Hilbert basis of L2(R3). The value of the sum∑

n∈N
‖Ten‖2

L2

is independent of the choice of the Hilbert basis (en)n∈N. The operator T is called Hilbert-
Schmidt if

‖T‖S2 :=

∑
n∈N

‖Ten‖2
L2

2

<∞.

The set of Hilbert-Schmidt operators forms a vector space, denoted by S2. It is in fact a Hilbert
space for the inner product

〈S, T 〉S2 =
∑
n∈N

〈Sen|Ten〉.

The norm associated with 〈·, ·〉S2 is denoted by ‖ · ‖S2 . It can be proved that T ∈ L(L2(R3)) is
Hilbert-Schmidt if and only if there exists a function of L2(R3 × R3), called the kernel of the
operator T and usually denoted by T as well, such that

(Tu)(r) =
∫

R3
T (r, r′)u(r′) dr′.

It holds

‖T‖S2 =
(∫

R3×R3
|T (r, r′)|2 dr dr′

)1/2

,

and T is self-adjoint if and only if T (r′, r) = T (r, r′).
Let now T ∈ S(L2(R3)) be a non-negative self-adjoint operator (i.e. 〈u|T |u〉 ≥ 0 for all

u ∈ L2(R3)) and (en)n∈N a Hilbert basis of L2(R3). The value of the sum∑
n∈N

〈en|T |en〉

does not depend on the choice of the Hilbert basis (en)n∈N. If this sum is finite, T is called
trace-class and the trace of T is defined as

Tr (T ) =
∑
n∈N

〈en|T |en〉.

A (non-necessarily self-adjoint) operator T ∈ L(L2(R3)) is called trace-class if the non-negative
self-adjoint continuous operator |T | = (T ∗T )1/2 is trace-class (the square root of a non-negative
self-adjoint operator is defined below). The set of trace-class operators on L2(R3) forms a vector
subspace of S2, denoted by S1. Endowed with the norm

‖T‖S1 = Tr (|T |),
S1 is a Banach space. For all T ∈ S1, the sum

∑
n∈N〈en|Ten〉 is finite and independent of the

choice of the Hilbert basis (en)n∈N. The trace Tr defines a continuous linear form on S1.
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Most linear operators arising in quantum mechanics are not continuous linear operators. An
example is the one-particle kinetic energy operator TK = −1

2∆. As the Laplacian of a function
of L2(R3) is not, in general, a function of L2(R3), TK cannot be defined as a linear application
from L2(R3) to itself. The useful definition of linear operators is the following: A linear operator
T on L2(R3) is a L2(R3)-valued linear application defined on a subspace D(T ) of L2(R3). The
set D(T ) is called the domain of the linear operator T . For instance TK is a linear operator on
L2(R3) with domain D(TK) = H2(R3) (for all u ∈ H2(R3), ∆u ∈ L2(R3), and TKu therefore is
a function of L2(R3)).

Let T be a linear operator on L2(R3) with dense domain D(T ). The adjoint of T is the unique
linear operator on L2(R3) defined by

D(T ∗) =
{
u ∈ L2(R3) | ∃vu ∈ L2(R3) such that 〈vu|w〉 = 〈u|Tw〉 ∀w ∈ D(T )

}
T ∗u = vu (vu is uniquely defined since D(T ) is dense in L2(R3)).

The operator T is called self-adjoint if T ∗ = T (i.e. if D(T ∗) = D(T ) and if for all u ∈ D(T ) =
D(T ∗), T ∗u = Tu).

Let T be a self-adjoint operator on L2(R3) with domain D(T ), and z ∈ C. In order to simplify
the notation, we denote by z−T the operator zIL2(R3)−T where IL2(R3) is the identity operator
on L2(R3). If z − T is an invertible operator from D(T ) to L2(R3), it can be proved that
R(z) = (z − T )−1 defines a continuous linear operator on L2(R3) (with range D(T )). The set

ρ(T ) =
{
z ∈ C | z − T is an invertible operator from D(T ) to L2(R3)

}
is called the resolvent set of T , and the family (R(z))z∈ρ(T ) the resolvent of T . The spectrum
of T is the set σ(T ) = C \ ρ(T ). The set ρ(T ) is an open set of C and σ(T ) is a closed subset
of R. An eigenvalue of T is a complex number λ for which there exists u ∈ L2(R3) such that
Tu = λu. The set of all the eigenvalues of T is called the point spectrum of T and is denoted by
σp(T ). Obviously, σp(T ) ⊂ σ(T ) (in particular, all the eigenvalues of a self-adjoint operator are
real). The set σc(T ) = σ(T ) \ σp(T ) is called the continuous spectrum of T . If the continuous
spectrum of T is empty (i.e. if σ(T ) = σp(T )), there exists a Hilbert basis (en)n∈N∗ of L2(R3)
which diagonalizes T :

T =
∑
n∈N

λn〈en| · 〉en

=
∑
n∈N

λn |en〉 〈en| in bra-ket notation

 ,
with λn ∈ R. In this case σ(T ) = {λn}. If f : R −→ C is continuous in a neighborhood of σ(T ),
the operator f(T ) is defined as

D(f(T )) =

u =
∑
n∈N

unen ∈ L2(R3)

∣∣∣∣∣∣
∑
n∈N

(1 + |f(λn)|2)|un|2 <∞


f(T ) =

∑
n∈N

f(λn)〈en|·〉en =
∑
n∈N

f(λn) |en〉 〈en|.

This definition can be generalized to any self-adjoint operator T by means of the spectral the-
orem [37]. Note that if T is non-negative, σ(T ) ⊂ R+ and the operator T 1/2 can therefore be
given a sense.

Lastly, the spectrum σ(T ) of a self-adjoint operator can also be partitioned as follows

σ(T ) = σd(T ) ∪ σess(T ),

where σd(T ) is the set of all the isolated eigenvalues of T of finite multiplicity, and where
σess(T ) = σ(T )\σd(T ). The sets σd(T ) and σess(T ) are called respectively the discrete spectrum
and the essential spectrum of T .

39



Eric Cancès, Gabriel Stoltz, et al.

Acknowledgements

We warmly thank C. Le Bris and M. Lewin for useful discussions and comments.

References

[1] V. Bach, E. H. Lieb, M. Loss, and J.-P. Solovej. There are no unfilled shells in unrestricted Hartree-
Fock theory. Phys. Rev. Lett., 72:2981–2983, 1994.

[2] A. Ben-Haj-Yedder, E. Cancès, and C. Le Bris. Mathematical remarks on the optimized effective
potential problem. Differential and Integral Equations, 17:331–368, 2004.

[3] C. Le Bris. PhD thesis. Ecole Polytechnique, 1993.

[4] E. Cancès. SCF algorithms for hartree-fock electronic calculations. Lecture Notes in Chemistry,
74:17–43, 2001.

[5] E. Cancès and C. Le Bris. Can we outperform the DIIS approach for electronic structure calculations?
Int. J. Quantum Chem., 79:82–90, 2000.

[6] E. Cancès, M. Defranceschi, W. Kutzelnigg, C. Le Bris, and Y. Maday. Computational quantum
chemistry: A primer. In P.G. Ciarlet and C. Le Bris, editors, Handbook of Numerical Analysis (Special
volume on computational chemistry), volume X, pages 3–270. Elsevier, 2003.

[7] E. Cancès and C. Le Bris. On the convergence of the SCF algorithms for the Hartree-Fock equations.
Math. Meth. Numer. Anal., 34:749–774, 2000.

[8] E. R. Davidson. Reduced Density Matrices in Quantum Chemistry. Academic Press, New-York, 1976.

[9] E. V. R. de Castro and F. E. Jorge. Accurate universal gaussian basis set for all atoms of the periodic
table. J. Chem. Phys., 108:5225–5229, 1998.

[10] A. P. Gaiduk and V. N. Staroverov. Virial exchange energies from model exact-exchange potentials.
J. Chem. Phys., 128:204101, 2008.

[11] T. Grabo, T. Kreibich, S. Kurth, and E. K. U. Gross. Orbital functionals in density functional theory:
the optimized effective potential method. In V.I. Anisimov, editor, Strong Coulomb Correlations in
Electronic Structure Calculations: Beyond the Local Density Approximation, pages 203–311. Gordon
and Breach, 2000.

[12] O. V. Gritsenko and E. J. Baerends. Orbital structure of the Kohn-Sham exchange potential and
exchange kernel and the field-counteracting potential for molecules in an electric field. Phys. Rev. A,
64:042506, 2001.

[13] A. Görling, A. Hesselmann, M. Jones, and M. Levy. Relation between exchange-only optimized
potential and Kohn–Sham methods with finite basis sets, and effect of linearly dependent products
of orbital basis functions. J. Chem. Phys., 128:104104, 2008.

[14] T. Heaton-Burgess, F. A. Bulat, and W. Yang. Optimized effective potentials in finite basis sets.
Phys. Rev. Lett., 98:256401, 2007.

[15] T. Heaton-Burgess and W. Yang. Optimized effective potentials from arbitrary basis sets. J. Chem.
Phys., 129:194102, 2008.

[16] A. Hesselmann and A. Görling. Comparison between optimized effective potential and Kohn-Sham
methods. Chem. Phys. Lett., 455:110 – 119, 2008.

[17] A. Hesselmann, A. W. Götz, F. Della Sala, and A. Görling. Numerically stable optimized effective
potential method with balanced gaussian basis sets. J. Chem. Phys., 127:054102, 2007.

[18] A. Holas and M. Cinal. Exact and approximate exchange potentials investigated in terms of their
matrix elements with the Kohn-Sham orbitals. Phys. Rev. A, 72:032504, 2005.

[19] S. Ivanov and M. Levy. Connections between ground-state energies from optimized-effective potential
exchange-only and Hartree-Fock methods. J. Chem. Phys., 119:7087–7093, 2003.

40



Local Exchange Potentials

[20] A. F. Izmaylov, V. N. Staroverov, G. E. Scuseria, E. R. Davidson, G. Stoltz, and E. Cancès. The
effective local potential method: Implementation for molecules and relation to approximate optimized
effective potential techniques. J. Chem. Phys., 126:084107, 2007.

[21] Y. Kim and A. Görling. Excitonic optical spectrum of semiconductors obtained by time-dependent
density-functional theory with the exact-exchange kernel. Phys. Rev. Lett., 89:096402, 2002.

[22] C. Kollmar and M. Filatov. Optimized effective potential method: Is it possible to obtain an accurate
representation of the response function for finite orbital basis sets? J. Chem. Phys., 127:114104, 2007.

[23] J. B. Krieger, Y. Li, and G. J. Iafrate. Construction and application of an accurate local spin-polarized
Kohn-Sham potential with integer discontinuity: Exchange-only theory. Phys. Rev. A, 45:101–126,
1992.

[24] K. N. Kudin and G. E. Scuseria. Converging self-consistent field equations in quantum chemistry -
recent achievements and remaining challenges. M2AN, 41(2):281–296, 2007.

[25] K. N. Kudin, G. E. Scuseria, and E. Cancès. A black-box self-consistent field convergence algorithm:
one step closer. J. Chem. Phys., 116:8255–8261, 2002.

[26] S. Kümmel and L. Kronik. Orbital-dependent density functionals: Theory and applications. Rev.
Mod. Phys., 80:3–60, 2008.

[27] S. Kümmel and J. P. Perdew. Simple iterative construction of the optimized effective potential for
orbital functionals, including exact exchange. Phys. Rev. Lett., 90:043004, 2003.

[28] P. Lax. Functional Analysis. Wiley-Interscience, New-York, 2002.

[29] R. Van Leeuwen. The Sham-Schlüter equation in time-dependent density-functional theory. Phys.
Rev. Lett., 76:3610–3613, 1996.

[30] E. H. Lieb. Variational principle for many-fermion systems. Phys. Rev. Lett., 46:457–459, 1981.

[31] E. H. Lieb. Density functionals for Coulomb systems. Int. J. Quantum Chem., 24:243–277, 1983.

[32] E. H. Lieb. Bound of the maximum negative ionization of atoms and molecules. Phys. Rev. A,
29:3018–3028, 1984.

[33] E. H. Lieb and B. Simon. The Hartree-Fock theory for Coulomb systems. Commun. Math. Phys.,
53:185–194, 1977.

[34] P.-L. Lions. The concentration-compactness principle in the calculus of variations. The locally com-
pact case. Ann. Inst. H. Poincaré, 1:109–145 and 223–283, 1984.

[35] P.-L. Lions. Solutions of Hartree-Fock equations for Coulomb systems. Commun. Math. Phys.,
109:33–97, 1987.

[36] M. A. Marques, C. A. Ullrich, F. Nogueira, A. Rubio, K. Burke, and E. K. U. Gross (Eds.). Time-
Dependent Density Functional Theory. Springer, 2006.

[37] M. Reed and B. Simon. Methods of Modern Mathematical Physics, volume I - IV. Academic Press,
1975-1980.

[38] C. C. J. Roothaan. New developments in molecular orbital theory. Rev. Mod. Phys., 23:69–89, 1951.

[39] W. Rudin. Real and Complex Analysis. McGraw-Hill, New-York, 1987.

[40] F. Della Sala and A. Görling. Efficient localized Hartree-Fock methods as effective exact-exchange
Kohn-Sham methods for molecules. J. Chem. Phys., 115:5718–5731, 2001.

[41] R. T. Sharp and G. K. Horton. A variational approach to the unipotential many-electron problem.
Phys. Rev., 90:317, 1953.

[42] J. C. Slater. A simplification of the Hartree-Fock method. Phys. Rev., 81:385–390, 1951.

[43] J.-P. Solovej. The ionization conjecture in Hartree-Fock theory. Annals of Math., 158:509–576, 2003.

[44] V. N. Staroverov, G. E. Scuseria, and E. R. Davidson. Optimized effective potentiels yielding Hartree-
Fock energies and densities. J. Chem. Phys., 124:11103, 2006.

41



Eric Cancès, Gabriel Stoltz, et al.

[45] J. D. Talman and W. F. Shadwick. Optimized effective atomic central potential. Phys. Rev. A,
14:36–40, 1976.

[46] C. A. Ullrich, U. J Gossmann, and E. K. U. Gross. Time-dependent optimized effective potential.
Phys. Rev. Lett., 74:872–875, 1995.

[47] Q. Wu and W. Yang. Algebraic equation and iterative optimization for the optimized effective
potential in density functional theory. J. Theor. Comput. Chem., 2(4):627–638, 2003.

[48] W. Yang and Q. Wu. Direct method for the optimized effective potentials in density-functional
theory. Phys. Rev. Lett., 89:143002, 2002.

[49] E. Zeidler. Nonlinear Functional Analysis and its Applications. I. Fixed-Point Theorems. Springer,
1986.

42


	1. Introduction
	2. Hartree-Fock exchange operator
	3. Slater exchange potential
	4. Optimized Effective Potential (OEP)
	4.1. Original formulation of the OEP problem
	4.2. A well-posed reformulation of the OEP problem
	4.3. The OEP integral equation and its approximations

	5. Effective Local Potential (ELP)
	6. Extensions to the Generalized, Unrestricted and Restricted Hartree-Fock models
	7. Numerical results
	8. Proofs of the main results
	8.1. Proof of Proposition 3.1: Properties of the Slater potential
	8.2. Proof of Theorem 3.2: Self-consistent Slater equation
	8.3. Proof of Theorem 4.1: OEP Integral equation
	8.4. Proof of Proposition 4.2: Properties of the KLI potential
	8.5. Proof of Proposition 5.1: Properties of the ELP

	Appendix: Brief review of functional analysis
	Acknowledgements
	References

